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Mechanisms of Unconscious Thought: 
Capacities and Limits
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Unconscious thought has been linked with a wide range of mechanisms, capacities, and 
limits. These claims have changed over time and across different domains of thought. 
The aim of this review is to synthesise the research on unconscious thinking across the 
domains of reasoning, judgment, decision making, insight problem solving, and creativity 
and identify the commonalities between them. Three mechanisms underpin unconscious 
thought in all of these domains: automaticity, reward-based association, and spreading 
activation. The mechanisms are triggered by cues in the environment or internal states, 
and the output of the mechanisms are either specific outputs or affective responses. The 
mechanisms also define the limits of unconscious thought, expressed here as a “princi-
ple of integration”: unconscious thought is not sufficient in tasks or problems that require 
concepts to be integrated in novel or unfamiliar ways. Where theories have made stronger 
claims for unconscious thought than this, analysis of the evidence supporting those the-
ories proves equivocal. Nonetheless, unconscious thought based on these mechanisms is 
adaptive in frequently encountered situations and provides the capacity for highly effective 
thinking across a range of domains.
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The mechanisms and capacities of unconscious thought have long been 
debated with the pendulum often swinging from a view of the unconscious as 
capable of complex thought through to rather limited capacities and back again. 
Freud’s influential theories have provided lasting support for the significance of 
the unconscious and contemporary psychodynamic theory still ascribes a wide 
range of thought to the unconscious with a particular emphasis on affect and 
motivation (e.g., Westen, 1998). Some experimental psychologists agree that 
the unconscious is capable of complex thought. For example, the seminal study 
of Nisbett and Wilson (1977) presented evidence that people have little or no 
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introspective access to their thinking; it occurs without conscious awareness. 
Both Djiksterhuis and Nordgren (2006) and Hassin (2013) propose that the strict 
limitations on cognitive processing for conscious thought (e.g., Baddeley, 2007) 
do not seem sufficient for the number of complex decisions required daily, and 
therefore some of these must be carried out unconsciously.

In contrast, other experimental psychologists hold a much narrower view 
of the unconscious. For example, Simon (1987) argues that good judgement is 
simply analyses frozen into habit with the capacity for rapid response through rec-
ognition. Greenwald (1992) also proposes that unconscious cognition is severely 
limited in analytic capability, restricted to nothing more sophisticated than anal-
ysis of partial meanings of single words.

The diverging positions have persisted for both methodological and theoretical 
reasons. Methodologically, unconscious thought is difficult to test and different 
conclusions have been drawn based on different evaluations of the strength of the 
evidence available (e.g., Hesselmann and Moors, 2015; Moors and Hesselmann, 
2017; Newell and Shanks, 2014). However, the aim of this review is theoretical 
rather than methodological. Rather than viewing unconscious thought as a black 
box into which all cognition that is not conscious is placed, I approach the uncon-
scious as a set of several distinct mechanisms each of which has defined properties. 
The capacities and limits of unconscious thought are circumscribed by the mech-
anisms that generate it. By specifying what the mechanisms are, more detailed and 
testable ideas will become clear about how unconscious cognition operates, what 
tasks can be performed by unconscious cognition and which cannot.

The aim of this review is therefore to specify what these mechanisms are, 
focusing on cognitive rather than neural mechanisms. To do this I will review 
theories of unconscious thought from the domains of reasoning, judgment, deci-
sion making, insight problem solving, and creativity to identify the common 
mechanisms that are used in each of these areas and combine them to form a 
broad account of unconscious thought. I will present a model that synthesizes the 
theories from these areas and identifies the commonalities in the mechanisms of 
unconscious thought and the limits of these mechanisms.

Overview of the Review

Across the domains of reasoning, judgment, decision making, insight problem 
solving, and creativity, different terms and theories are used to describe similar 
mechanisms of unconscious thought. This review will bring these theories together 
and identify the underlying, fundamental mechanisms of unconscious thought 
that are common to all of these domains. I identify three mechanisms that are used 
to explain how prior experience drives unconscious thought: automaticity; reward-
based association; and spreading activation. 
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First, the review outlines the theories and evidence for these three mecha-
nisms. For each mechanism, the defining features of the mechanism are described 
that are common to all of the theories of that mechanism and differentiate it 
from the other mechanisms. The main theories used to explain the mechanism 
across different domains are described including how the relevant cognition is 
acquired and learnt from prior experience. Then the section looks at evidence 
demonstrating how the mechanism is deployed in the different areas of thinking 
that have been studied. Second, I describe how the mechanisms are used in a 
cue–mechanism–output process to generate an unconscious thought. Finally, the 
mechanisms have limits that determine what they can be applied to. That is, there 
are certain features that when present in a problem require conscious thought. I 
characterise the main limit of unconscious thought that recurs across the different 
domains as “the principle of integration.” Unconscious thought is not sufficient 
in tasks or problems that require concepts to be integrated in novel or unfamiliar 
ways. I discuss the experimental evidence for these mechanisms and evaluate the 
strength of the evidence. It is possible that other mechanisms and limits could be 
identified in future; however, this review presents those that are currently domi-
nant across the domains of thinking.

Consciousness, Attention, and Unconscious Thought — Defining Terms

Consciousness has been defined in multiple ways. Block (1995) differentiates 
between phenomenal consciousness and access consciousness. Phenomenal con-
sciousness refers to feelings and sensations, such as pain, that a person might be 
aware of. This level of awareness is shared with many animals (e.g., Panskepp, 
2005). Access consciousness refers to a conscious awareness that can be referred 
to and reflected upon. It is typically defined as a reportable inner state: conscious 
content that can be reported verbally or through an intended gesture such as a key 
press in an experiment (e.g., Baumeister, Masicampo, and Vohs, 2011; Dehaene 
and Changeux, 2011). It is access consciousness that is the main focus of studies 
of thinking. Studies of unconscious thinking therefore seek to examine thought 
processes whilst demonstrating an absence of this conscious awareness.

Theoretically, several roles for conscious awareness have been proposed. These 
include constructing meaningful sequences of thought, simulating future possible 
events, and facilitating social and cultural actions and communication (Baumeis-
ter and Masicampo, 2010). Within global workspace theory, conscious content is 
linked with working memory (Baars and Franklin, 2003).

Theories of attention are relevant to understanding unconscious thought; 
allocating attention to a task or stimuli is commonly associated with conscious 
awareness. Some theories view attention as a requirement for consciousness, 
for example allowing access to the global workspace which enables conscious-
ness (Baars, 1997). Other theories propose that attention is required for access 
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consciousness, if not other types (Block, 1995). Experimentally, loading atten-
tional capacity with a secondary task has been shown to raise the threshold for 
conscious awareness of stimuli (Macdonald and Lavie, 2008). However, whilst 
conscious awareness may typically be associated with the allocation of attention, 
this does not mean that unconsciousness requires the absence of attention. There 
is not necessarily a one-to-one relation between attention and conscious aware-
ness (Dijksterhuis and Aarts, 2010). Instead, it has been proposed that increasing 
attention moderates the quality of stimulus representations by enhancing or 
boosting processing of the stimuli (Dehaene and Naccache, 2001; Kiefer, 2012). 
Below a lower threshold stimuli are not processed. Above a higher threshold 
stimuli are processed consciously. Between these two thresholds is an intermedi-
ate level of stimulus representation and attention in which stimuli are processed 
unconsciously (Moors, 2016). That is, stimuli are allocated sufficient attention to 
be processed but not enough to reach conscious awareness. Cleeremans (2005) 
presents a similar idea of an underlying dimension of representation quality 
which, above a certain threshold, becomes conscious. A gradual increase in atten-
tion need not lead to a gradual increase in conscious awareness. It could lead to 
a qualitative shift from unconscious to conscious processing across a threshold 
much as a gradual increase in temperature results in a sudden qualitative change 
from ice to water. This metaphor aptly describes the neural response of “global 
ignition” described within the global neuronal workspace theory in which a large 
prefronto–parietal cortical network is activated that enables conscious access by 
making information globally available to multiple brain systems (Dehaene and 
Changeux, 2011; Dehaene, Kerszberg, and Changeux, 2001).

In this review I do not seek to address many aspects of the complex debate 
surrounding consciousness as the focus here is on studies that examine thinking 
without conscious awareness. Pragmatically, this involves assessing the effective-
ness of methodological techniques that prevent conscious deliberation. Many 
methods have been used to do this, but they can be divided into two broad 
approaches. The first approach uses psychophysical techniques to present the 
task or stimuli without conscious awareness. The most common technique in 
studies of thinking is masked priming in which stimuli are presented for very 
brief periods of time, preceded and followed by irrelevant stimuli that render 
the experimental stimuli invisible (e.g., Breitmeyer and Öğmen, 2006). Other 
techniques are used such as continuous flash suppression in which the presenta-
tion of a rapidly changing stimulus such as repeated Mondrian-like patterns of 
multi-coloured squares to one eye act as a mask and dominate conscious aware-
ness, rendering the presentation of a static experimental stimulus to the other 
eye invisible (e.g., Tsuchiya and Koch, 2005). The second approach uses typical 
experimental cognitive psychology techniques to prevent conscious thought. 
That is, the experimental stimuli are consciously perceived but the cognitive pro-
cesses involved in thinking about the problem or making the decision are not. 
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Common techniques in studies of thinking are the use of a concurrent working 
memory load to block conscious cognitive work prior to the generation of a 
solution, and a fast response deadline to prevent conscious thought by ensuring 
there is insufficient time to engage in conscious cognition.

In summary, I have drawn on work connecting attention and consciousness 
to support the idea of a gradient of attention that can be allocated to a task and 
a threshold above which a cognitive process is conscious and below which it is 
unconscious. Thus unconscious processes may still be allocated some attention, 
but beneath the threshold for conscious awareness.

Mechanisms of Unconscious Thought

Automaticity

The first mechanism that is used to explain unconscious thought across a range 
of domains is automaticity. The concept of automaticity is complex and differ-
ent theories propose different features as central to the concept. These include 
efficiency i.e., the process requires no attention (Shiffrin, 1988), and autonomy 
i.e., the process runs to completion without conscious guidance (Bargh, 1992). 
Some models propose more complex sets of features e.g., processes that are unin-
tentional, goal independent, uncontrolled, autonomous, unconscious, efficient, 
and fast, and these must be examined separately (Moors and De Houwer, 2006). 
Whilst unconscious processing or lack of conscious awareness is rarely a defining 
feature of automaticity in these models, it is often an associated feature of auto-
matic cognitive processing. Unconscious automatic processes are therefore likely 
to have other features, such as being efficient, autonomous, and fast, but current 
models do not typically require all of these features (Moors, 2016). Overall, the 
defining feature of an automatic cognitive process is efficiency. Through repeti-
tion, a cognitive process can be completed increasingly quickly and with low effort 
which is an adaptive response to frequently encountered sequences of cognition.

Three main theories have been proposed to explain how automaticity develops. 
Logan’s (1988) instance theory explains automaticity rather narrowly in terms of 
direct memory retrievals. This theory proposes that initially problems are solved 
through nonautomatic application of a multi-step algorithm. The outputs of the 
algorithm are stored in memory until, after practice, the output can be directly 
retrieved when needed rather than calculated using the algorithm. Anderson’s 
(1992) ACT* theory also proposes that problems are solved initially through 
nonautomatic application of an algorithm, but that with practice the algorithm 
is strengthened and becomes automatic. Hence, a difference between the theories 
is that instance theory explains the retrieval of specific facts whereas ACT* (and 
its subsequent development ACT-R; Anderson et al., 2004) explains the use of 
rules that can be applied to either the same or different stimuli. It is possible that 
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both of these processes can occur, depending on the structure of the task (Taat-
gen and Wallach, 2002). Chein and Schneider’s (2012) triachic theory of learning 
describes automaticity as a property of a representation system in which knowl-
edge is slowly acquired through associative learning. Through interacting with the 
environment, key input–output relations from sensory, perceptual, and motor sys-
tems are slowly strengthened through Hebbian learning until they are sufficiently 
strong and stable that the cognitive control disengages from executing a task and 
task performance becomes automatic. These theories imply a gradual continuum 
of automaticity in which processes become increasingly automatic with practice 
rather than a dichotomy in which processes are either automatic or not. Accord-
ing to the model of conscious awareness used here, conscious awareness of these 
processes would depend on whether the level of attention required by the process 
was above the threshold of conscious awareness, or whether it was sufficiently 
automatic that the level of attention required falls below the threshold.

Automaticity in Unconscious Thought

Automaticity and reasoning. Automaticity in reasoning has recently returned 
as a focus of research because of the role that it has been proposed to play in 
parallel dual process theories. These are theories of reasoning that propose an 
initial heuristic or intuitive phase in which more than one response to a problem 
can be generated simultaneously (De Neys, 2012; Handley and Trippas, 2015; 
Pennycook, Fugelsang, and Koehler, 2012). It has been shown for some time that 
these initial responses could include heuristics such as choosing a stereotypical 
response (Kahneman and Tversky, 1973) or a believable response (Evans, Barston, 
and Pollard, 1983). On problems where these responses conflict with the logically 
or probabilistically correct solutions then the heuristics lead to an error such as 
belief bias. That is, fast and automatic reasoning is biased whereas logic requires 
deliberate, analytic thought. More surprising is recent empirical evidence showing 
that logically or probabilistically correct responses may be generated automati-
cally and in parallel with the heuristic responses. That is, automatic responses may 
be logical and unbiased. These include task instruction manipulation studies in 
which a task of assessing the believability of statements (Handley, Newstead, and 
Trippas, 2011), the likeability of statements (Morsanyi and Handley, 2012), and 
the physical brightness of text on a computer screen (Trippas, Handley, Verde, and 
Morsanyi, 2016) were influenced by the logical structure of arguments embed-
ded in the text. Participants appear to detect when problems have two potential 
responses that conflict, a logical and a non-logical response, by slower response 
times and increased skin conductance (De Neys, Moyens, and Vansteenwegen, 
2010) even though they make no mention of this in concurrent verbal protocols 
(De Neys and Glumicic, 2008). The interaction of both processes can be very fast 
(Banks and Hope, 2014). Hence, logical reasoning can be automatic.
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A theoretical approach that has been used to explain automatic reasoning is 
mental logic (e.g., Braine, Reiser, and Rumain, 1984 and Rips, 1994). Braine et al. 
proposed a theory of propositional logic reasoning in which people hold a set of 
inference schemata that spontaneously generate a conclusion when presented with 
premises that match their logical form. This happens directly for simpler logical 
forms such as modus ponens (if p then q, p, therefore q) and or elimination (p or q, 
not p, therefore q). More complex inferences occur indirectly through several steps 
as there is no inference schema that directly matches their form. The direct rea-
soning inference schemata are a possible process for automatic logical reasoning.

There is some evidence that these inferences are spontaneous, that is, display-
ing the unintentional feature of automaticity. Earlier work tested the spontaneity 
of inferences by embedding the logical forms within text and seeking evidence 
that inferences are drawn. For example, Lea (1995) presented participants with 
the following text:

Tony was trying desperately to stick to his diet. “Well,” said his mother Maria, 
“You can have either bread or corn flakes with breakfast.” Tony seemed to take 
forever before giving an answer. “Alright Ma, since I have to skip something, I 
won’t have the corn flakes.” (p. 1471)

Participants may represent the text as "bread or corn flakes" and "not corn flakes." 
If they spontaneously apply the logical rule of inference “Or Elimination,” they 
will draw the conclusion “bread.” Participants were faster to name this word in 
a subsequent display, and faster to respond in a lexical decision task to a related 
word (butter). Participants also falsely recognised information as having been 
presented in the text when in fact it needed to be inferred (Lea, O'Brien, Fisch, 
Noveck, and Braine, 1990). Rader and Sloutsky (2002) embedded modus ponens 
and affirmation of the consequent (if p then q, q, therefore p) arguments in text 
and also showed that participants erroneously believed that they had read the 
concluding word of the argument when in fact it needed to be inferred. But the 
authors use this as evidence against inference schemata as affirmation of the con-
sequent is not claimed to be a direct inference. The same question is raised by 
Handley et al.’s (2011) experiments on syllogistic reasoning. They show that the 
logical structure of syllogisms influences belief judgments even without instruc-
tions to reason logically, suggesting a spontaneous inference is drawn. But no 
direct reasoning schema for syllogisms has been proposed, leaving open the ques-
tion of what the process is that explains how this inference is drawn.

Overall, these studies of embedded logical arguments show that the simple 
inferences (and possibly more complex ones) are relatively easy to draw, but are 
they automatic? It is possible that although there is no requirement to draw the 
inference, participants may well be aware of the logical structure and are inten-
tionally drawing the inference as they reflect upon the text. There is no direct 
evidence about their lack of intention, conscious awareness, control or other 
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features of automatic processes. Reverberi, Pischedda, Burigo, and Cherubini 
(2012) sought direct evidence by presenting a logical argument about a number, 
followed by subliminal masked primed presentation of a minor premise, then 
followed by a target number judgment task. When the target matched the conclu-
sion that was primed by logical inference, the evaluation of the target was faster. 
But this priming effect was only found for modus ponens arguments; none of the 
more complex arguments demonstrated any priming. Therefore, so far, there is 
evidence that reasoning can have some features of automaticity — some infer-
ences are fast and efficient — but there is less evidence that these inferences are 
unintentional, uncontrolled, and autonomous. Only modus ponens has direct 
evidence for being an unconscious, automatic logical inference.

Automaticity and judgment. By describing intuition as nothing more than 
recognition, Simon (1992) was making the claim that the only process of uncon-
scious thought was an automatic association between a stimulus and a response. 
An example of this is Klein’s (1993) theory of recognition-primed decision 
making. This theory describes how experts make fast decisions without evaluating 
decision options. The most frequent type of decision involves the expert decision 
maker matching the current situation to one in memory based on the similarity of 
goals and perceptual cues, i.e., recognising it, and the retrieving expectancies and 
a course of action for that situation. For example, in a study of fire officers, one fire 
officer saw a burning billboard on top of a house, recalled a time when a burning 
billboard had collapsed and fallen off the house, and ordered the crowd to move 
back (Klein, Calderwood, and Clinton–Cirrocco, 1986). However, as this theory 
is based on data gathered using retrospective interviews it is not certain that the 
decisions were made without conscious deliberation — participants may simply 
have forgotten the rapid decision process that occurred.

Experimental work conducted in several domains such as medicine (Cran-
dall and Getchell–Reiter, 1993; Schmidt, Norman, and Boshuizen, 1990) and 
chess (Chase and Simon, 1973) have led to similar theories emphasising the 
recognition of patterns linked to outcomes. Studies of expertise are relevant as 
experts have engaged in sufficient practice for processes to become automatic 
(e.g., Ericsson, Krampe, and Tesch–Römer, 1993) unlike studies where judg-
ments may occur with limited conscious awareness of their origin but without 
sufficient repetition to become automated (e.g., Betsch, Plessner, Schwieren, and 
Gütig, 2001). Chess expertise involves a combination of (slow) search and (fast) 
recognition, but it is the recognition of patterns of pieces and possible moves that 
primarily underpins expertise (Chase and Simon, 1973; De Groot, 1946, 1965). 
Chess experts can largely maintain their level of performance under consider-
able time pressure, supporting the role played by fast recognition (Gobet and 
Simon, 1996). Further evidence suggests that this might be an automatic process. 
Reingold, Charness, Schultetus, and Stampe (2001) used a modified chess task to 
assess expert and novice speed at detecting checks for a cued piece. There were 
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additional non-cued distractor pieces that were to be ignored. Experts but not 
intermediates or novices were slowed by distractor pieces that cued an incon-
gruent response (i.e., they were checking the king when the cued piece was not). 
They propose this Stroop-like (or flanker-like) interference indicates that the 
distractor piece automatically generated a response that was inhibited, slowing 
the overall response. Thus recognition and response to a checking pattern occurs 
in highly practiced participants quickly and without control, characteristic fea-
tures of automaticity.

A comparison of automaticity in reasoning and judgment suggests that these 
domains may rely on different processes for developing automaticity. Some 
automatic judgments can be explained with Logan’s instance theory. At first, an 
analysis might be applied consciously to a set of cues leading to a final judgment, 
and this pairing is stored in memory. Over repeated practice with that set of cues 
the judgment can be retrieved directly without the need for conscious analysis. 
For example, a chess player may initially analyse positions in practice and find 
the optimal move but over time recognise and retrieve from memory the relevant 
move. Alternatively, there may be no need for a conscious algorithm to generate 
the judgment initially. Cues in the environment may frequently be paired with out-
comes and these associations are stored in a representation system and they guide 
task performance, as proposed by Chein and Schneider. In both of these cases, 
the judgment is context dependent as a specific input is tied to a specific output.

In contrast, theories of automaticity in reasoning rely on rules of inference, 
such as modus ponens. These rules differ from judgments because they can be 
applied to novel content, effectively containing variables that can be bound to 
information. Therefore they cannot be explained by learnt associations or direct 
memory retrievals. The rules are better explained by algorithm strengthening 
(Anderson, 1992). But where do these rules come from? One possibility is that 
rules are introduced through formal education, or knowledge that is shared 
socially or culturally. A second possibility is that general rules are learnt from 
specific examples, e.g., a child is told by her parent “If you finish your spinach then 
you can have pudding” — and over time the child learns modus ponens. Acquir-
ing automated rules from examples was demonstrated by Anderson, Fincham, 
and Douglass (1997) who asked participants to memorise facts such as “Skydiv-
ing was practiced on Saturday at 5pm and Monday at 4pm.” All of the examples 
followed the same underlying abstract rule that skydiving was two days later and 
one hour earlier (that is, forty-seven hours later). After several days of practice, 
participants became faster at applying the rules to new examples, showing that 
they could be applied more generally. Also, the rules were applied faster in the 
direction that the rule was learnt suggesting that the association was learnt as a 
rule rather than simply as the pairing of two items in memory.

Overall, there is evidence in the domains of reasoning and judgment that 
these thinking processes become automated, and some evidence that they can be 
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applied unconsciously. However there are differences in the processes of deploy-
ing automaticity in these domains. Automatic judgments can be explained by 
context dependent associations such as instance theory or associative learning. 
Automatic reasoning is not context specific and so is better explained by the 
development of automatic rules.

Reward-Based Association

The second mechanism that is used to explain unconscious thought is the 
reward-based associations acquired through reward-based learning. Current the-
ories of reward-based learning incorporate the main insight of Thorndike’s law 
of effect: actions that are rewarded are more likely to be repeated in that situation 
whereas actions that are punished are less likely to be repeated (Thorndike, 1911). 
Behaviourist research on operant (instrumental) conditioning further explored 
this fundamental law and identified the effect of different schedules of reinforce-
ment etc. (e.g., Skinner, 1963). Contemporary reinforcement learning algorithms 
provide a more precise account of how learning about rewards and punishments 
through trial and error leads to optimal decision making in the long term (e.g., 
Daw, Niv, and Dayan, 2005). The defining feature of reward-based associations 
acquired through reward-based learning is an association between a cue and a 
positive or negative outcome. Through repeated pairings a cue is associated with 
an outcome that leads to a reward or a punishment. Once these associations are 
learnt, the cues guide thinking as they indicate positive or negative outcomes and 
generate positive or negative emotions.

There are two broad classes of reinforcement learning methods, model-based 
and model-free algorithms (Dayan and Niv, 2008). These have been equated to 
goal-directed and habitual behaviour (de Wit, Corlett, Aitken, Dickinson, and 
Fletcher, 2009). Model-based algorithms build an internal model of all the states 
in an environment, the possible actions in each state, and the reward associated 
with each state. The model can then be used to achieve novel goals by predict-
ing the likely outcome of different plans based on the values in the model and 
select the optimal sequence of actions required to attain the desired outcome. 
Model-based methods are also flexible. If the reward for any given state changes, 
then new plans can be developed immediately reflecting the change. However, the 
methods are also computationally costly as the problem space rapidly becomes 
large as the number of states and actions grows.

In contrast, model-free reinforcement learning algorithms are computationally 
undemanding. There is no internal model of the environment and no planning. 
Instead, much like the law of effect, the outcome of each sequence of actions is 
stored (or cached). In a given environment many different sequences of actions 
are explored through trial and error, slowly refining the cached value of each 
sequence until in the long run these become accurate estimates of the alternatives. 



MECHANISMS OF UNCONSCIOUS THOUGHT 327

Making the optimal choice in a given situation is now computationally simple — 
select the sequence of actions that has the highest cached value. This simplicity 
comes at the cost of inflexibility. The cached values can only be changed slowly 
through trial and error. Therefore if the situation changes quickly, the values are 
no longer accurate guides to the optimal choice. Choices will be made based on 
the previous situation that are inappropriate for the current situation. That is, we 
may still pursue habitual behaviours even when they are no longer rewarding 
(Tricomi, Balleinie, and O’Doherty, 2009).

One of the main methods for refining the values of each option is the tem-
poral difference learning algorithm (Sutton, 1988). These algorithms update the 
value of each action based on the discrepancy between the expected reward and 
the observed reward so that over time the expected reward becomes an accurate 
estimate of the value of that action. The algorithm also ensures that values of all 
of the actions in a sequence leading to an outcome are updated appropriately, not 
just the final step that brings the reward. This means that an optimal path can be 
selected simply by choosing the best action each step of the way and therefore no 
long range planning is required. The psychological relevance of these algorithms 
was affirmed by the striking finding that phasic dopamine responses during 
appetitive conditioning in the striatum have similar properties to the prediction 
error in temporal difference learning, suggesting that model-free reinforcement 
learning may provide an accurate account of habit formation (O’Doherty, Dayan, 
Friston, Critchley, and Dolan, 2003). Whilst temporal difference learning algo-
rithms are neutral with regard to conscious or unconscious thinking in humans, 
model-free reinforcement learning has been proposed as a theory for learning 
how optimal decisions can be made without the need for conscious representa-
tions (Shea and Frith, 2016).

Reward-Based Associations in Unconscious Thought

Habits. Habits have been equated with unconscious thought (Lisman and 
Sternberg, 2013). Research on habits has been a rich source of naturalistic studies 
demonstrating how reward-based learning drives decision making by guiding 
towards choices with rewarding associations. Daily life provides ample oppor-
tunity for the development of habits as common scenarios are encountered 
and typical choices are made repeatedly. In a diary study in which participants 
provided hourly records of their thoughts and behaviours, around a third were 
performed every day in the same location, indicating they may be habitual or 
open to habit formation (Wood, Quinn, and Kashy, 2002). Furthermore, around 
50% of the behaviours were performed without conscious guidance (although 
this was a self report measure and open to the limitation that conscious thought 
may have been present but forgotten). Repeated, rewarded actions lead to habit 
formation. A study of new gym members found that exercising four times per 
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week for six weeks was necessary to form an exercise habit, and that positive feel-
ings about exercise also predicted habit formation (Kaushal and Rhodes, 2015). 
Contextual cues aligned with the situation become associated with the reward and 
so become part of the habitual behaviour. In a cinema, habitual popcorn eaters 
ate as much unappealing stale popcorn as fresh popcorn, despite rating the stale 
popcorn as less attractive, whereas non-habitual popcorn eaters ate much less 
stale popcorn than fresh. But when participants were tested in a neutral meeting 
room both habitual and non-habitual popcorn eaters ate less stale popcorn. That 
is, in the habitual context of the cinema, participants with a popcorn habit were 
less sensitive to the poor reward and ate the stale popcorn based on learnt habits 
(the cached value of eating popcorn) rather than current taste, but this habit did 
not generalise to a novel context (Neal, Wood, Wu, and Kurlander, 2011).

Habitual responses can also be primed in naturalistic settings without con-
scious awareness. In a study to assess the priming effect of advertisements, adults 
watched a television programme interrupted by two commercial breaks. These 
breaks contained advertisements about either unhealthy snacks (e.g., candy), 
nutrition (e.g., orange juice), or non-food controls. In a second apparently unre-
lated experiment, participants were asked to taste and rate various foods. The 
amount of food eaten was recorded. Participants who had viewed snack ads ate 
more than those who had viewed the other ads. Debriefing interviews suggested 
that participants were unaware that the advertisements related to the aims of the 
experiment (if not, they were removed from the sample). Presenting attractive 
snack food images triggered habitual snack food eating without participants’ con-
scious awareness (Harris, Bargh, and Brownell, 2009). Overall, naturalistic studies 
of habit formation show that repeated pairing of an action with a rewarding out-
come increases the likelihood of choosing that action in future, without apparent 
conscious deliberation about that choice.

Model-free reinforcement learning. Whilst naturalistic studies provide valuable 
illustrations of habitual actions, they rely on self-report measures or interview 
techniques to assess the level of conscious awareness and thought. It is possible 
that the level of conscious awareness was greater in these studies than participants 
reported. More rigorous experimental techniques are required to control for this 
possibility. More controlled studies are also required to allow precise measurement 
in order to test the quantitative predictions of model-free reinforcement learning 
algorithms as a process for habitual or unconscious reward-based learning.

Pessiglione, Petrovic, Daunizeau, Palminteri, Dolan, and Frith (2008) tested 
how effectively participants were able to learn associations between subliminal 
cues and rewards and punishments. The abstract visual cues were masked and 
presented briefly for a time calculated in a pretest such that participants were 
not able to discriminate between cues. Three visual cues were used during the 
study, associated with a reward (winning £1), no reward (£0), or a punishment 
(losing £1). Over repeated trials, participants were able to learn to respond to 
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the rewarding cues and avoid responding to the punishing cues. Their responses 
were modelled with a Q-learning algorithm, typical of model-free reinforcement 
algorithms, and this model provided a good fit to the slow learning of the values 
associated with the cues. This study provides good evidence for unconscious 
model-free reinforcement learning.

If model-free reinforcement learning is a habitual process, then a second pre-
diction is that this learning will occur automatically, requiring limited cognitive 
resources. Otto, Gershman, Markman, and Daw (2013) differentiated between 
model-free and model-based reinforcement learning using a two-stage choice 
task. In this task a first stage choice is made between two fractal patterns which led 
to a second stage choice between two further fractals that led either to a reward 
or not. The probability of moving between these options varies and the task is 
to learn the choices that have the greatest reward. A model-free strategy would 
result in participants learning to choose the first stage choice that was ultimately 
rewarded in the second stage, regardless of changing probabilities of each stage 
because the model simply learns the sequence that is rewarded. The more sophisti-
cated model-based strategy would result in participants learning the probabilities 
of the different transitions between stages and choosing their first choice in order 
to reach the most rewarding second stage options, even if that means choosing 
the first stage option that was not previously rewarded. Participants completed 
the task with or without a concurrent cognitively demanding secondary task, and 
those participants with the secondary task relied more on the model-free strat-
egy. This suggests that model-free reinforcement learning requires fewer cognitive 
resources than model-based reinforcement learning.

Reward-based associations and reasoning. The majority of studies of reason-
ing follow the paradigm outlined above in which problems are described to 
participants who draw inferences from the premises. Participants are rarely pro-
vided feedback during the experiment, the process of learning to reason is rarely 
tested, and there is rarely a reward or payoff structure associated with different 
outcomes despite all of these being relevant factors in shaping the reasoning 
processes that people use naturalistically and bring with them to the lab. How-
ever, a largely unconnected literature on transitive inference does examine how 
the relations between facts are learnt through reward and new relations between 
them inferred. These studies typically use a narrow experimental paradigm in 
which the linear relation of five facts is learnt in pairs: A<B, B<C, C<D, D<E. 
For each pair, one item is associated with being the correct answer through 
repeated choices. This training is applied to all pairs until relations between all 
of them are learnt: A+B−, B+C−, C+D−, D+E− where “+” indicates a correct 
or rewarded choice and “−” indicates no reward. Thus the order is learnt by 
reward-based associations of one item within each pair. Participants are then 
tested on the relation between B and D, which was not explicitly trained. Suc-
cessful performance on this task has been shown in humans (e.g., Bryant and 
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Trabasso, 1971) and also non-human animals such as rats (Davis, 1992) and 
pigeons (Weaver, Steirn, and Zentall, 1997). It is possible to complete this task 
by consciously learning the overall linear relationship between all five items. 
However, it has also been shown that participants are able to reason transi-
tively without awareness of the overall relationship between items (Frank, Rudy, 
Levy, and O’Reilly, 2005) suggesting that the associative strengths are sufficient 
to support the inferences. Further research has replicated this effect and ruled 
out the possibility that this effect is a pseudoinference based on the differential 
strength of rewards associated with the test items (Leo and Greene, 2008). Thus 
reward-based learning of associations between facts can also be used as a pro-
cess for reasoning without conscious awareness.

Affect may be conscious but the transition from a situation to a feeling may 
not be (e.g., Johnson–Laird, Mancini, and Gangemi, 2006). Nor are conscious 
reasons necessary for choosing an option. Zajonc (1980) has argued that “pref-
erences need no inferences.” People simply choose the option that they like and 
judgments of liking or disliking can occur independently and before the cognitive 
thought process. Justification of the choice may come later, but these reasons are 
not necessarily used to make the decision.

Damasio’s (1996) somatic marker hypothesis connects theories of reward-
based learning with affect to explain unconscious thought. Damasio suggests that 
as a person makes a series of decisions in an environment, they learn about differ-
ent outcomes. These outcomes, positive and negative, are associated with different 
physiological effects which are emotional reactions to the outcome. These patterns 
of physiological responses are somatic markers. When the situation is encountered 
again, the somatic marker is activated and evokes a positive or negative feeling 
based on whether the previously learnt association was good or bad and whether 
this feeling guides the choice. A major line of evidence for this theory has been 
developed using the Iowa Gambling Task (Bechara, Damasio, Tranel, and Dama-
sio, 1997). In this task participants make repeated choices from four decks of cards 
that each pay out different amounts of money. Some of the cards have gains and 
some have losses but in the long run two of the decks give a net positive outcome 
through a series of low risk small payouts but small penalties and two have a net 
negative outcome through high risk occasional large payouts but also large penal-
ties. Participants chose cards from the good decks before they were aware that this 
was the best choice. Participants also showed anticipatory physiological responses 
(that is, increased skin conductance responses) when considering the bad, risky 
options — suggesting that the somatic marker was activated. These physiological 
cues provide information about the quality of the choice. However, this theory 
and the empirical work to support it is controversial and has been criticised on 
several grounds (Dunn, Dalgleish, and Lawrence, 2006).

A less controversial theory that describes the process through which affect 
influences thinking is the affect heuristic (Slovic, Finucane, Peters, and MacGregor, 
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2004). This theory also proposes that associations are learnt between events and 
positive or negative outcomes. As a result, the representations of those events are 
tagged with positive or negative affect. Judgments are made by simply pooling all 
the positive and negative tags that are associated with the representation and the 
overall judgment of liking influences the choice. This could be done consciously 
or unconsciously. Finucane, Alhakami, Slovic, and Johnson (2000) found that 
use of the affect heuristic varies according to the circumstances but was more 
common under time pressure as an affective response to a problem is generated 
quickly and automatically, unlike more complex analyses.

Overall, there is evidence that people learn associations between choices and 
rewarding or punishing outcomes. They are then able to draw on these associa-
tions in future choices. There is also evidence that they are able to do this without 
conscious awareness of the basis of their preferences. There are several processes 
for forming these associations. Specific behaviours or actions and their context 
may be directly associated with a reward so that the behaviour is reinforced and 
repeated in that context without conscious awareness. Alternatively, a more indi-
rect process is that positive or negative outcomes may be represented through 
positive or negative affect. Future choices may feel good or bad as a result of these 
learnt associations and guide choices by selecting options that feel good. These 
feelings may arise without conscious awareness of their origin.

Spreading Activation

The third mechanism that is used to explain unconscious thought is spread-
ing activation. Spreading activation assumes that semantic knowledge is stored 
in a network in which related concepts and facts are connected to each other 
through repeated associations that have been learnt over time. As one concept 
becomes the focus of attention, activation is spread to related concepts, rais-
ing their salience (Collins and Loftus, 1975). The level of activation of a fact 
determines its probability of retrieval from memory (Anderson, 1983). Spread-
ing activation can be demonstrated in a semantic priming task. In this task the 
speed of identifying a target letter string as a word rather than as a non-word 
is faster if it is preceded by a word from the associative network than an unre-
lated word, e.g., Bird–Robin is faster than Bird–Arm (Neely, 1977). This effect 
can be found even when the words are masked so that they are not consciously 
perceived (Dehaene et al., 1998), demonstrating the potential for unconscious 
spreading activation in thinking. The defining feature of spreading activation is 
the connection of concepts into a network. Rather than a narrow set of cues and 
specific outcomes, the connections between concepts means that a wider range 
of concepts can influence thinking.
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Spreading Activation in Unconscious Thought

Spreading activation and creativity. A long standing phenomenon of uncon-
scious thought is incubation (Wallas, 1926). There are many anecdotal examples 
of incubation in which after a period of unsuccessful, hard deliberation the 
thinker is engaged in an unrelated task when suddenly a creative or insightful 
solution springs to mind apparently without conscious consideration. Incubation 
is the time seemingly not engaged in consciously thinking about the problem 
when a solution is found without deliberate thought. Sio and Ormerod’s (2009) 
meta-analysis found evidence for a positive incubation effect, especially for diver-
gent thinking tasks.

The alternative uses task is commonly used to study divergent thinking and 
creativity (Guilford, 1967). In this task participants are required to generate as 
many uses for a common object as possible. Participants use several different 
strategies such as directly retrieving alternative uses from memory or using prop-
erties of the object as a cue to retrieve alternatives (Gilhooly, Fioratou, Anthony, 
and Wynn, 2007). Retrieval from memory of alternative uses was explained with 
spreading activation from the common use to alternatives whereas the other 
strategies involve greater executive load. Gilhooly, Georgiou, Garrison, Reston, 
and Sirota (2012) investigated incubation in this task by requiring participants to 
complete a secondary task for a period of time before responding, simulating a 
period of incubation. Performance was best when incubation began immediately 
after the task was presented, before conscious thought had begun, suggesting that 
some beneficial unconscious thought occurred during this incubation period. 
Gilhooly proposed that the mechanism for this thought was spreading activation. 
Hélie and Sun (2010) similarly propose that incubation relies on a low attention, 
unconscious or implicit associative process that spreads activation to novel con-
cepts through implicit networks.

Spreading activation and insight. Insight is the sudden realisation of the solu-
tion to a problem after a period of time stuck at an impasse, that is, when no path 
to the solution is apparent (Kaplan and Simon, 1990). A commonly used task to 
study insight is the Remote Associate Task (RAT; Mednick, 1962). In this, partic-
ipants are presented with a word triad of distantly associated words and are asked 
to find a fourth word that connects them. For example, if presented with “rat,” 
“blue,” “cottage,” the connecting word is “cheese.” Bowers, Regehr, Balthazard, 
and Parker (1990) extended this task by contrasting pairs of triads in which one 
triad was coherent (had an associated connecting word) and one was incoherent 
(no connecting word). Participants were asked to choose the coherent triad, and 
they were able to do this even when they could not explicitly name the associate. 
Bowers et al. propose that the clues unconsciously and automatically activate rel-
evant associates through spreading activation in a semantic network, raising the 
activation of the solution word that fits the triad. The process of activating the 
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common associate in a Remote Associate Task triad occurs without intention. 
Topolinski and Strack (2008) found that simply reading the triad without attempt-
ing to solve it reduced the length of time to recognise the coherent solution word. 
Spreading activation also increases the speed of responding. Participants were 
faster to name solution words to triads, even when they had not solved the triad. 
This suggests that there was some semantic activation of the solution (Bowden 
and Beeman, 1998) and participants were able to discriminate coherent from 
incoherent triads under time pressure that prevented explicitly solving the prob-
lem (Bolte and Goschke, 2005). This suggests that the activation of the semantic 
associate is fast and automatic. Together, the RAT studies show that insight can 
occur through spreading activation in a semantic network without conscious 
awareness, without intention, and rapidly.

The slower unconscious process of incubation also benefits insight. Sio and 
Ormerod’s (2009) meta-analysis found that incubation benefited linguistic and 
visual insight tasks. Zhong, Dijksterhuis, and Galinsky (2008) compared per-
formance on the RAT with either a five minute incubation period in which 
participants completed the cognitively demanding 2-back task (unconscious con-
dition) or thought consciously about the problems for five minutes. After this, 
participants in the unconscious condition responded more quickly to the solution 
words in a lexical decision task than those in the conscious condition, suggesting 
that the solution words were more active following unconscious incubation than 
was conscious thought. This supports the predictions of Dijksterhuis and Nor-
dgren’s claim that unconscious thought is more effective at associative processes 
than conscious thought (Dijksterhuis and Nordgren, 2006). This final claim may 
not be proven, but the meta-analytic evidence more strongly indicates that incu-
bation supports insight and that spreading activation is one mechanism that has 
been used to explain this unconscious thought process.

Spreading activation and judgments. Spreading activation can also influence 
judgments. Numeric anchoring effects arise because the anchor activates knowl-
edge that it is semantically related to, so this related knowledge becomes more 
accessible. When the target is evaluated, this more accessible knowledge is salient 
and more easily retrieved in the context of the target, biasing judgments of the 
target (Mussweiler and Strack, 2001). Hence the bias that people are overly influ-
enced in their judgments of the target by the first piece of information they receive, 
the anchor. This has been demonstrated in diverse domains such as estimating the 
weight of Julius Caesar (Wegener, Petty, Detweiler–Bedell, and Jarvis, 2001) or 
the likelihood of nuclear war (Plous, 1989). Mussweiler and Englich (2005) also 
showed that this can occur unconsciously. Participants were asked to estimate 
the annual mean temperature in Germany, and were presented with an anchor 
of either 20 degrees or 5 degrees before responding. The anchor was presented 
for 15ms as a masked prime. Those who were presented with the high anchor 
estimated a mean temperature that was higher than those who were presented a 
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low anchor, despite not being aware of the content of the subliminal prime. Muss-
weiler and Englich also found that participants were faster to recognise words that 
were semantically associated with the subliminal anchor, supporting the idea that 
spreading activation from the anchor caused the anchoring effect.

Overall, there is evidence that spreading activation is a mechanism that is 
involved in unconscious thought in several domains. Spreading activation can be 
fast and operate without intentional control to raise the salience of related con-
cepts as potential solutions. It can be influenced subliminally, raising the salience 
without conscious awareness. It can also operate slowly, with incubation periods 
of five minutes and more, resulting in sudden insights or greater salience of solu-
tions compared to conscious thought.

Deploying Mechanisms of Intuitive Thought

The three mechanisms of unconscious thought are triggered by cues and these 
are processed by the mechanisms which generate outputs. The outputs are either a 
specific response that is associated with the cues or an affective response.

Automaticity. Cue recognition is the trigger for an automatic process. Cues 
could be a complex or simple pattern perceived in the environment or internal 
states, such as the critical information assessed by a fire officer (Klein et al., 1986) 
or chess expert (Chase and Simon, 1973). These trigger the unconscious thought 
and have features typical of automaticity such as a lack of intention or control. 
However, there is no specific reward as a motivating factor for instigating the 
process. Simply, as a result of repetition, the cognitive process has become highly 
efficient and will autonomously operate in the situations in which it has been 
implemented before. The output is a specific response that has been acquired 
through practice such as the diagnosis of a medical condition in response to med-
ical signs and symptoms or the application of a rule to set of cues such as a logical 
inference during conversation.

Reward-based associations. Reward-based processes are also triggered by 
cues in the environment or internally, but in addition they are motivated by the 
expectation of a desirable reward. For example, the habitual eating of popcorn 
is triggered by specific environmental cues such as being in a cinema, but it is 
also driven by the association of these cues with previous enjoyment of popcorn 
leading to the expectation that this popcorn will be enjoyable (Neal et al., 2011). 
This contrasts with an automatic process that occurs in response to cues simply 
because it is efficient to repeat a highly learnt process as it is likely to be useful 
again in the same context. A reward could take many different forms such as 
pleasant food, social affiliation, self esteem, financial gain etc. The output is an 
affective response that is associated with the outcome and used in future deci-
sions, for example when applying the affect heuristic to judge an object according 
to the balance of positive affect associated with it (Slovic et al., 2004).
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Spreading activation. Spreading activation is also triggered by cues that raise the 
activation of semantically related neighbours which in turn raise the activation of 
more distant neighbours. The output is not a specific response though. Rather than 
refining a solution, the unguided process would expand ever wider. To prevent 
this, the mechanism is guided by the goal of finding a coherent set of activated 
concepts (Öllinger and von Müller, 2017). That is, concepts mutually spread acti-
vation to other concepts that form a consistent network, satisfying the constraints 
between concepts in the network. The output is a set of coherent concepts and an 
affective response that indicates coherence (Topolinski and Strack, 2009). Coher-
ence is also indicated by positive affect (Gamblin, Banks, and Dean, 2020).

The goal of forming coherent representations has a long history within psychol-
ogy. Gestalt psychologists proposed laws that explain how we perceive complex 
stimuli as coherent groups rather than as individual objects. Heider (1958) pro-
posed a theory of attitude change in which we seek balance between our values 
and beliefs and will change them in order to achieve a coherent state. Festinger 
(1962) similarly proposed that we are motivated to avoid cognitive dissonance, an 
uncomfortable state when our actions, values, and beliefs are not coherent. More 
recent theories have also explained thinking as a search for coherent represen-
tations. Thagard’s (2002) computational theory of explanatory coherence uses a 
constraint satisfaction process to simulate thinking in which choices are selected 
and inferences made based on how well they fit within the constraints of the net-
work. Bowers et al. (1990) proposed that a perception of coherence could be built 
up unconsciously that guides thought towards a solution by spreading activation 
to relevant semantic networks. When the activation of coherent information is 
sufficient, it crosses a threshold into conscious awareness. This can be fast, creat-
ing the impression of a sudden insight. Topolinski and Strack (2009) also argue 
that partial activation of coherent representations guide thought without con-
scious awareness. In this theory, the partial activation of coherent representations 
means that they are processed more fluently than incoherent representation. This 
leads to a conscious awareness of ease of processing that is felt as positive affect. 
That is, people feel a problem is coherent before they are consciously aware of the 
cause of the coherence. This feeling can be used to make a conscious judgment 
guided by the unconscious processing of the coherence of the problem.

Overall, the different mechanisms of unconscious thought are triggered by 
simple or complex patterns of cues perceived in the environment or internal states. 
Automatic processes efficiently generate outputs in response to specific cues. 
Reward-based processes also occur in response to specific cues but here the mech-
anism is different: the cues create an expectation of a reward which motivates the 
associated response. The output is an affective response that is associated with the 
outcome. Finally, spreading activation is guided by coherence, with coherent rep-
resentations becoming more strongly activated leading to insights and judgments 



BANKS336

that fit within a coherent network. The output is a feeling of coherence indicated 
with an affective response.

Limits of Unconscious Thought — The Principle of Integration

It has been stated that the purpose of conscious awareness is to enable us to 
engage in complex internal processing such as constructing meaningful sequences 
of thought, reasoning logically, and simulating events such as the perspective of a 
partner in social interaction, whereas simpler animals and unconscious humans 
are limited to only learning associations between concepts and patterns (Baumeis-
ter and Masicampo, 2010). Completing these tasks requires the novel integration 
of high level semantic concepts. Whilst simpler integration may occur without 
conscious awareness, it may be necessary for more complex integration (Mudrik, 
Faivre, and Koch, 2014). Theories of consciousness such as global neuronal work-
space describe the function of conscious awareness as allowing the long range 
connections required for this integration to occur (Dehaene and Changeux, 2011). 
Greenwald (1992) phrased this as a “two-word challenge,” suggesting that it had 
not been possible at that time to demonstrate that unconscious awareness was 
able to extract the meaning of a two-word sequence. If so, this places a strict limit 
on the capacity for unconscious thought. Complex thinking across the domains 
of reasoning, judgment, decision making, insight problem solving, and creativity 
would seem to require the integration of novel, high level concepts (e.g., compar-
ing two novel options) and therefore cannot occur without conscious thought. 
However, recent research has challenged this position with studies showing com-
plex thinking without conscious awareness. This section will review some of these 
studies and highlight methodological problems that raise doubts about the con-
clusions drawn about the capacity of unconscious thinking. A limit of unconscious 
thought appears to be the integration of information. This leads to a “principle of 
integration” that specifies the limit of the capacity of unconscious thought: uncon-
scious thought is not sufficient in tasks or problems that require concepts to be 
integrated in novel or unfamiliar ways.

Several theories directly challenge this principle. For example, unconscious 
thought theory makes strong claims for the capacity of unconscious think-
ing (Dijksterhuis and Nordgren, 2006). There are several principles within the 
theory. The bottom–up–versus–top–down principle suggests that information 
from several criteria are slowly integrated and organised by the unconscious into 
a summary evaluation. The weighting principle suggests that these criteria are 
then weighted in importance relative to each other. These principles require the 
integration of novel information to form a judgment. For example, Dijksterhuis 
(2004) presented participants with information about different apartments and 
found that decisions made after a three minute period of distraction (allowing 
unconscious thought) were better than decisions made after a three minute 
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period of conscious deliberation. This suggests that participants were more effec-
tive decision makers when unconsciously weighting and integrating the attributes 
of the apartments than when consciously doing so. This effect has been demon-
strated in complex decisions in other domains such as buying cars and other 
consumer products such as furniture (Dijksterhuis, Bos, Nordgren, and Baaren, 
2004) as well as medical decisions (de Vries, Witteman, Holland, and Dijksterhuis, 
2010). However, further research has failed to replicate these effects (Calvillo and 
Penaloza, 2009) and meta-analyses have failed to support them (Nieuwenstein et 
al., 2015). A likely alternative explanation for the effect, aside from the problems 
of weak effects presented in some studies (e.g., Dijksterhuis, 2004), is that some 
conscious analysis of the decision takes place during the actual presentation of the 
problem — prior to any unconscious distraction period — and this is used as a 
basis for the decision (Lassiter, Lindberg, González–Vallejo, Bellezza, and Phillips 
2009; Newell, Wong, Cheung, Rakow, 2009). The evidence for the capacity of the 
unconscious to make complex decisions within this paradigm is equivocal.

Claims have also been made about the capacity of unconscious thought to 
solve complex math problems. Sklar, Levy, Goldstein, Mandel, Maril, and Hassin 
(2012) used continuous flash suppression whilst presenting an addition or sub-
traction problem subliminally, e.g., 9 − 4 − 3 =. Immediately after this prime, a 
number was presented supraliminally and participants were asked to pronounce 
it. Participants were faster to respond when the number was the solution to the 
subliminal math problem (i.e., 2 in the above example) than when it was not. This 
effect was found for subtractions but not additions. Whilst the arithmetic task is 
simple, it does require the integration of different numbers into a simple function 
for a solution to an equation that is sufficiently uncommon that it is unlikely to 
be directly retrieved from memory, suggesting that abstract symbols can in fact 
be integrated without conscious awareness. However, there are reasons to doubt 
this effect. Theoretically, it is surprising that the effect would be found for sub-
traction and not addition as the cognitive processes in these tasks seem similar. 
It is more surprising given that Ric and Muller (2012) examined unconscious 
math using masked priming and found an effect for addition and not subtraction. 
One possibility is that Sklar et al.’s effect is an artefact of their method. They did 
not analyse all participants, but selected a subgroup of participants after testing 
who had not shown conscious awareness of the prime. This method of post hoc 
selection of an extreme group on one variable (conscious awareness) has been 
shown to artefactually create an effect on the second variable of interest (response 
time to respond to the target number) because of regression to the mean (Shanks, 
2017). Further Bayesian reanalysis of the data also suggests that the effect is not as 
strong as claimed (Moors and Hesselmann, 2017) and it has not been successfully 
replicated (Karpinski, Yale, and Briggs, 2016).

Van Opstal, de Lange, and Dehaene (2011) presented four digits subliminally 
using a masked prime followed by a further four digits which were presented 
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supraliminally. Participants had to assess whether the sum or mean of the target 
set of digits were above or below a given figure. Participants were faster to make 
this calculation when the mean or the sum of the prime digits was congruent 
with the answer than when it was incongruent. This suggests that participants 
were able to extract an approximate average of the prime unconsciously, another 
apparent example of applying a function to integrate abstract symbols. But again, 
it is not certain if participants were entirely unaware of the primes. The effect of 
congruency was shown to occur without conscious awareness using a method of 
regressing the performance in the task onto the level of prime conscious aware-
ness (Greenwald, Draine, and Abrams, 1996). Some concerns have been raised 
about the validity of this method (Miller, 2000) and it is possible that participants 
did have some conscious awareness of the primes.

A simple example of integrating concepts is processing negations. To process a 
negation such as “this drink is not hot” requires understanding the word “hot” and 
retrieval of the semantic opposite “cold.” The words “not” and “hot” are processed 
in combination. Reasoning with negations is more difficult (Wason, 1959) and the 
negations are not always processed accurately. For example the innuendo effect 
arises when a negative attribute is negated, e.g., “the politician was not bribed.” This 
leads to more negative attitudes to the target (the politician) as the negative attri-
bute is remembered but the negation is not (Wegner, Wenzlaff, Kerker, and Beattie, 
1981). Similarly the illusion of truth arises when claims are repeatedly explained to 
be false — the claim is recalled, but not the fact it was false. Skurnik, Yoon, Park, 
and Schwarz (2005) found that three days after explaining to elderly participants 
that a set of health claims were false, the claims were more likely to be remembered 
as true because they were familiar but their falsehood was forgotten. Deutsch, 
Gawronski, and Strack (2006) trained participants to evaluate words as positive or 
negative, e.g., “party” has a positive association. As expected, participants’ response 
time to this task reduced with practice as the task became increasingly automated. 
Participants also had to evaluate negated words such as “no party.” With practice 
the time taken to process the negation remained the same, suggesting that negating 
concepts did not become automated. Thus the associative process of evaluating the 
word can become automatic but integrating it with a negation cannot.

An apparent exception to the principle of integration is the application of the 
modus ponens rule which requires the integration of major and minor premise 
to draw a conclusion. Reverberi et al. (2012) suggest that this inference can occur 
without conscious awareness. However, the explanation for this exception is that 
the inference schema for modus ponens is highly practiced to the point of auto-
maticity. Therefore the limitation that unconscious thought is not sufficient to 
integrate information only applies to the integration of concepts in novel or less 
highly practiced ways.

Overall, these studies all make claims that unconscious thought is sophisti-
cated and can effectively integrate symbolic, abstract concepts to make decisions, 
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form judgments etc. However, closer methodological analysis of these studies 
typically casts doubt on the reliability of the findings e.g., they are difficult to rep-
licate or it is difficult to demonstrate participants were not thinking consciously at 
some point during the experiment. Whilst continued efforts to explore the limits 
of unconscious thought are valuable, at present the evidence suggests a limiting 
factor that unconscious thought is not sufficient to solve problems that require 
concepts to be integrated in novel or unfamiliar ways.

Discussion

Each of the three mechanisms are distinct and operate in different ways, but they 
share the basic feature that they exploit extensive experience in the environment 
that has been learnt over many repeated encounters with similar problems. As a 
result they are, in the long run, highly adaptive. For example, the computational 
models of reinforcement learning that are similar to reward-based learning in 
humans are described as normative solutions to learning associations (Niv, 2009). 
Through experience the mechanisms generate effective solutions to familiar envi-
ronments, and do so efficiently by requiring limited attention and mental effort.

The proposal of three distinct mechanisms raises the question of how they 
might interact. For example, if a choice is made repeatedly because it leads to the 
optimal reward, the repetition would also result in the process becoming auto-
mated. After a period of time, especially in a naturalistic environment such as the 
study of habitual behaviours, the choice becomes an automatic, reward-based 
behaviour. Unconscious processes also interact with conscious thought pro-
cesses. For example the Aha! moment of insight is when the unconscious process 
becomes conscious. Incubation suggests a serial process in which unconscious 
thought precedes conscious thought. However, it could be that conscious and 
unconscious thought operate in parallel, either in competition, generating differ-
ent responses, or in cooperation, providing mutual support for a response. The 
theoretical approach to conscious awareness and attention proposed in the model 
presented here, that attention is a continuous property that triggers qualitative 
shifts in cognition at a threshold, also suggests how conscious and unconscious 
thinking may interact. The unconscious process may well become conscious at 
some stage, for example when a solution is found, but this will occur when the 
process requires or attracts a level of attention above the threshold.

The relationship between conscious and unconscious thought mirrors the 
debate about the relationship between system 1 and system 2 (or type 1 and type 
2) thinking within dual process theories of thinking (De Neys, 2017; Evans, 2008; 
Kahneman and Frederick, 2002). Only Lieberman, Gaunt, Gilbert, and Trope 
(2002) directly equate unconscious thought with the automatic X system and con-
scious thought with the deliberate C system. Most dual process theorists claim 
that both type 1 and type 2 could have conscious and unconscious components 
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(Evans and Stanovich, 2013). Instead, type 2 processes are defined as those requir-
ing working memory, implying that type 1 processes are those that do not require 
working memory (Evans and Stanovich, 2013). This leaves open the question of 
what those type 1 mechanisms might be. It has been suggested that unconscious 
processes do not involve working memory (Baars and Franklin, 2003) and so 
the mechanisms proposed in the model could represent the three fundamental 
mechanisms behind system 1 or type 1 processing.

The model also suggests a number of fruitful directions for research. First, 
specifying the goals and mechanisms of unconscious thought defines what can 
and cannot occur unconsciously. The principle of integration proposes that con-
cepts cannot be combined in novel ways, yet it is possible for simple automatic 
schemas to be applied unconsciously (Reverberi et al., 2012). How complex are 
the schemas that can be learnt, given sufficient practice? Research on expert deci-
sion making suggests that schemas can become very complex, and so the limited 
capacity in studies of non-expert reasoning may simply be a lack of practice with 
complex problems. Second, as all of the mechanisms are based in experience 
of familiar environments, the role of learning is central to all of them. Yet most 
studies rely on the presentation of novel tasks and so do not examine thought 
processes that have been acquired over time. Research on decisions by experience, 
in which the probability of outcomes are learnt through repeated trials, has high-
lighted how they might differ from decisions by description (Hertwig, Barron, 
Weber, and Erev, 2004), and the role of learning may well influence other types 
of thinking too.

Conclusion

Unconscious thought occurs when the level of attention to a task falls below 
a threshold of conscious awareness but above a minimum threshold where no 
processing occurs at all. The purpose of this article was to review the mechanisms 
of unconscious thought that have been proposed across a range of domains of 
thinking — reasoning, decision making, judgment, insight problem solving, and 
creativity. The aim was to find common mechanisms that have been used in each 
of these areas and combine the evidence for them to form an overall account 
of unconscious thought. Across all of these domains, three types of mechanism 
recur: automaticity, reward-based association, and spreading activation. The 
mechanisms are triggered by cues in the environment or internal states and the 
output of the mechanisms are either specific outputs or affective responses. A 
second aim was to find the limits of the unconscious thought. Some argue that 
unconscious thought is very limited and others argue that it can solve problems 
as well as, and sometimes better, than conscious thought. The review identified a 
limiting factor referred to as the principle of integration. Unconscious thought is 
not sufficient in tasks or problems that require concepts to be integrated in novel 
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or unfamiliar ways. Where theories made stronger claims, the evidence support-
ing those claims was found to be equivocal. Unconscious thought is frequently 
used and the three underlying mechanisms adapt well to frequently encountered 
situations. These mechanisms provide the limits of unconscious thought but also 
the capacity for highly effective thinking.
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