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Cognitive Penetration Is an Instance of Experimental  
Confounding — Due to the Operationalization of  

Perception as a Magnitude Estimation (Rather than as a 
Category Identification)
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Cognitive penetration is the assumption that non-sensory factors influence sensory per-
ception at the core level of sensory processing, thus generating or modifying the contents 
of perception. However, the experimental instances of cognitive penetration can be argued 
to be instances of experimental confounding that occur due to the operationalization of 
perception to be a magnitude estimation activity rather than as a category identification 
task. The magnitudinal stimuli can confound the experiments as they tend to generate 
perceptual fuzziness and thus lead to non-veridical overestimations as well as underesti-
mations of those stimuli. And, these non-veridical estimations or approximations fail to 
be distinguishable whether they are (sensory) perceptual errors or (non-sensory) response 
biases per se. Moreover, the typical cognitive-penetration-like effects will not be observed 
if the perception is operationalized as a category identification activity, as the categorical 
stimuli are not fuzzy and do not lead to response biases. Thus, the purported instances of 
cognitive penetration can be argued to be mere instances of experimental confounding, 
and thus, cognitive penetration is not a valid psychological phenomenon.
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Cognitive penetration is the assumption that (non-sensory) cognitive pro-
cesses (such as culture, language, concepts, desires, beliefs, thoughts, memory, 
motivation, emotion, action) tend to penetrate (the core of) sensory processing, 
and thus, change the ensuing perceptual contents in line with these top–down 
cognitive processes (see Stokes, 2013; Zeimbekis and Raftopoulos, 2015, for an 
introduction). Typically, it is observed — in experiments — that the top–down 
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cognitive factors lead to either (subjective) overestimation or underestimation 
of the objective stimuli (that are presented to the participants). For example, the 
cognitive penetration literature shows that linguistic or cultural knowledge of the 
colour of an object leads to an overestimation of the corresponding colour of 
that object (e.g., Hansen, Olkkonen, Walter, and Gegenfurtner, 2006), and bio-
energetic states — such as being hungry or being encumbered by weight — lead 
to overestimation of spatial features such as slants and distances (e.g., Proffitt, 
Stefanucci, Banton, and Epstein, 2003). The proponents of cognitive penetration 
ascribe biological functionality to these subjective estimations or approxima-
tions — that are proprietary of cognitive penetration — by proposing that the 
(contextual) cognitive factors supply perceptual rulers or scales that guide the 
transformation of raw visual angles into (refined) percepts like distance, size, 
slant etc., and thus perception is scaled to these cognitive factors (Philbeck and 
Witt, 2015).1 For instance, a scaling of perception in accordance with bioener-
getic factors such as whether the perceiver is low in physical fitness, is fatigued, 
is overweight, is hungry, is unhealthy, and is physically weak etc., influences how 
she perceives distances and slants so that she decides — at the perceptual level 
itself, by virtue of cognitive penetration — to conserve energy while engaging in 
those energy-consuming activities like trekking and climbing. That is why, wear-
ing a heavy backpack while trekking and climbing a hill makes the hill look — at 
the sensory level itself due to penetration by the bioenergetic state of carrying a 
backpack — steeper (Bhalla and Proffitt, 1999). Perceiving the hills to be steeper 
under physical weight or ill-health deters the perceiver to attempt (the energet-
ically costly) ascent of a hill. Similarly, perceivers who attained elevated blood 
glucose levels due to ingestion of a sugary drink perceive — due to penetration by 
the bioenergetic state of elevated blood glucose — the distance to be shorter, and 
thus, not deterring to an energy-consuming hike (Zadra, Schnall, Weltman, and 
Proffitt, 2010). Thus, the assumption of cognitive penetration proposes that either 
perceptual overestimation or perceptual underestimation occur in accordance 
with the cognitive-scaling of perception that is unique (or uniquely functional) 
to the corresponding cognitive factor.

Furthermore, the proponents of cognitive penetration substantiate their hypo- 
thesis on the basis of an existence of downstream projections into the sensory 
areas in the brain (Newen and Vetter, 2017; O’Callaghan et al., 2017). Accord-
ing to the proponents of cognitive penetrability, the sensory areas in the brain 
embrace downward projections from the non-sensory areas and thus, there 

1 Philbeck and Witt (2015) say that “Optical information specifying size, distance, and other spatial 
properties of objects takes the form of visual angles .… Consequently, in order to perceive dimen-
sions such as distance, size, and slant, optical information needs to be scaled from angles to these 
dimensions. Because optical information about spatial properties comes in the form of angles, the 
scaling mechanism must be a non-visual factor” (p. 1135), and thus, the necessity of the scaling by 
the top–down cognitive factors.
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occurs (downward) cognitive penetration. This interpretation of the presence of 
downward projections hinges on the research on the timing or processing laten-
cies of neural processes in different parts of the visual system, which hints at a 
three-stage processing of visual perception: (1st) the feedforward sweep (100 ms 
after stimulus onset), (2nd) the local recurrent processing (at about 120 ms), and 
(3rd) the global recurrent processing (around 150–200 ms) [Lamme and Roelf-
sema, 2000]. At the first feedforward sweep stage (around 100ms after stimulus 
presentation), the signal transmission occurs from retina to inferior temporal 
cortex through the visual cortex areas like V1, V2, V3, and V4. Both the propo-
nents and opponents of cognitive penetration agree that the visual processing at 
this stage is immune from feedback from downstream projections (and is pure 
bottom–up signal transmission) as it has been observed that neuronal firing in 
each area is at a much lower frequency than that of earlier areas, and thus “leaving 
no time for lateral connections and no time for feedback connections to exert 
their effect” (Lamme and Roelfsema, 2000, p. 572).

At the second local recurrent processing stage (around 120 ms), the informa-
tion is transmitted from later visual areas (for instance, V4) to earlier ones such 
as V1. However, this feedback is purely within the visual areas and is not from 
the cognitive areas, and thus is considered local. These “top–down” influences 
may supply (evolved and thus phylogenetically) hard-wired “some kind of a sta-
tistical rules of the universe” (Marr, 1982, p. 185) that shape visual perception; 
some examples of these “statistical rules about the world” include edge detection 
from light differentials, depth perception from stereopsis or curvature of varia-
tions in illumination, or implementation of epipolar constraint, etc. (Zeimbekis 
and Raftopoulos, 2015). Although some researchers (figuratively) use terms like 
“assumptions” and “inferences” (e.g., Helmholtz, 1962; Spelke, 1990) to refer 
to these (local) hard-wired statistical rules that support visual transformations, 
one should cautiously note that these hard-wired statistical rules are not imple-
menting any (literal) propositional inferences (e.g., Dennett, 1971) and they “are 
not available to introspection; they function outside the realm of consciousness, 
and their operations cannot be attributed as acts to perceivers” (Zeimbekis and 
Raftopoulos, 2015, p. 15); thus, some researchers use neutral terminologies like 
“formation principles” (Burge, 2010) and “operational constraints” (Raftopoulos, 
2015) to refer to the hard-wired statistics and avoid the connotation of their being 
conceptual/cognitive inferences or assumptions. As these hard-wired statistical 
“assumptions” are intrinsic (or local) to the visual areas themselves and work 
independently of the (nonlocal) top–down cognitive or conceptual influences, 
the operation of these (local or intrinsic to visual system) “assumptions” does 
not amount to a top–down penetration by thoughts/cognitions or assumptions 
or inferences.

At the third global recurrent processing stage (around 150–200 ms), the infor-
mation transmission from (non-local to visual) areas such as the frontal cortex is 
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considered to modulate visual cortex leading to an information transfer between 
online visual representations and the long-term memory. This stage is considered 
as the late-vision (contra early-vision that comprises the above mentioned first 
two stages) [Pylyshyn, 1999]. Although some of the opponents of cognitive pene-
trability like Pylyshyn construe late-vision to be cognitively penetrable (while the 
early-vision is impenetrable), other opponents of penetrability like Firestone and 
Scholl (2016) argue that even the late-vision is impenetrable as there is no strong 
behavioral or phenomenological evidence, or experimental demonstration of a 
perceptual change due to top–down cognitive penetration; even when there are, 
the purported phenomenological and experimental demonstrations of cognitive 
penetration are indeed resultants of experimental artifacts or pitfalls rather than 
genuine psychological processes.

Irrespective of the controversy of the early versus late vision, the operations of 
downward projections, in general, can be given a non-penetration interpretation, 
for instance, as merely mediating (non-perceptual effects like) attention (Fires-
tone and Scholl, 2016; Raftopoulos and Lupyan, 2018). Pylyshyn (1999) proposed 
the prerequisite of “semantic coherence” (i.e., a requirement of logical or rational 
relation between cognition and corresponding perception) to define cognitive 
penetration and to distinguish it from other top–down influences on perception 
like attentional effects. Pylyshyn (1999) says that a top–down effect will be an 
instance of penetration if the function that “vision computes is sensitive, in a 
semantically coherent way” (p. 343) to the corresponding cognition or belief, etc., 
top–down factors. If one perceives a banana to be red because of the thought of 
redness, then it can be said to be an instance of cognitive penetration as the per-
ception (of banana to be red) is semantically coherent to the top–down thought 
of redness. However, if these effects occur due to those factors like attention, then 
it is not a case of penetration as there is no semantic coherence between the atten-
tional state and the ensuing perceptual content.

Typically the cognitive penetrability hypothesis is tested by observing whether 
the cognitive or conceptual natured independent variable has any causal influence 
on the perceptual dependent variable. In a sense, any independent variable can be 
called a top–down influence but the connotation of penetration is reserved for that 
top–down effect that influences at the core i.e., at the central processing level of 
the sensory system rather than at the (peripheral) level of input or the (post-per-
ceptual) output processes (Firestone and Scholl, 2016). For example, closing of the 
eyes can influence perception, but it is not considered as an instance of cognitive 
penetration (although it is a top–down influence over perception) because of it 
being an indirect effect i.e., it influences at the level of input (to vision) rather 
than at the level of the central-processing stage of vision. Likewise, the effects of 
attention are also considered to occur over input level of perception rather than at 
the sensory processing level itself (Raftopoulos, 2017). Although frequently one 
fails to perceive if she had not paid attention; however, attention, when paid,  does 
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not change the content or phenomenology of a perceptual outcome. Attention 
influences perception through its selectivity and amplification function, but it does 
not by itself accomplish perceptual (in)accuracy (Raftopoulos, 2017) or semantic 
(in)coherence (Gross, 2017; Pylyshyn, 1999). For instance, consider the popular 
cases of (illusions or) perception of ambiguous images called the Duck–Rabbit, 
Old/Young Woman, the Necker cube, and the Schroeder staircase, etc. In these 
images, the perceptions change according to the location where the perceiver 
looks/attends — for instance, in the case of Duck–Rabbit figure, if one looks at one 
end the image looks like a rabbit, and shifting attention to the other end causes the 
perceiver to “see” a duck. These perceptual changes are not due to changes in the 
sensory processing level itself, but are due to shifts of attention, i.e., due to changes 
at the level of input to perceptual system. So, the attentional effects are comparable 
to those indirect effects on perception, such as closing the eyes, which are theo-
retically trivial to represent cognitive penetration (Firestone and Scholl, 2016). 
Thus, the hypothesis of cognitive penetration — that hinges on the  proposals of 
the cognitive scaling of perception as well as the downward neural projections into  
the visual system — comes under a theoretical critique.

Furthermore, there are contradictory findings in the cognitive penetration 
literature; for instance, some experiments — that were using the stimuli of bright-
ness (Rima, Poujade, Maniglia, and Durand, 2018), shades of colour (Gatzia, 2017; 
Webster and Kay, 2012; Wright, Davies, and Franklin, 2015), distance (Abrams 
and Weidler, 2015; Bloesch et al., 2012; Cole and Balcetis, 2013; Hajnal, Bunch, 
and Kelty–Stephen, 2014; Hutchison and Loomis, 2006; Shaffer, Greer, and Schaf-
fer, 2019), height (Huynh, Stefanucci, and Aspinwall, 2014), motion (Valsecchi, 
Vescovi, and Turatto, 2010), size (Collier and Lawson, 2017a, 2017b, 2018, 2019; 
Kirsch, Königstein, and Kunde, 2014), slant (Shaffer, Greer, and Schaffer, 2019; 
Shaffer, McManama, Swank, and Durgin, 2013), weight (Buckingham and Mac-
Donald, 2015; Dijker, 2008) — found seemingly contradictory underestimations 
or overestimations of those stimuli that are not characteristic of the typical find-
ings in cognitive penetration experiments.2 These contradictory findings — as 
well as theoretical controversies surrounding the proposals of cognitive-scaling 
(e.g., Firestone, 2013) and downward neural projections (e.g., Raftopoulos, 2015) 
— motivate a skeptic to critically analyze the experimental evidence that purport-
edly establishes cognitive penetrability.

I conjecture that these contradictory reports are due to response biases rather 
than perceptual effects, as percepts do not contradict (from time to time) as long 
as there is no change in either the external stimulus or the sensory machinery.  

2 Similarly, in the case of memory–colour effect “some of the classic experiments in the past found 
consistent memory–colour effects (e.g., Delk and Fillenbaum, 1965; Duncker, 1939), and some did 
not (in particular, see Bolles et al., 1959; Bruner et al., 1951; Fisher et al., 1956; Leibovich and Paolera, 
1970; Pérez–Carpinell et al., 1998)” [Witzel and Hansen, 2015, p. 652].
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I attribute these response biases to the fuzziness associated with the magnitudi-
nal stimuli that are being used (extensively) in the cognitive penetration research 
paradigms. It has to be noted that most of the experiments of cognitive pen-
etration employed magnitudinal stimuli such as brightness, distance, height, 
motion, orientation, shades of colour, size, slant, speed, weight as the perceptual 
stimuli (and magnitude estimation of which is the operationalized measure of 
perception).* The proponents of cognitive penetration justify the use of magni-
tude estimations as a legitimate measure of perception; for instance, Philbeck 
and Witt (2015) state that the evidence for cognitive penetration “comes from 
studies that use commonly-accepted methods for studying perception such as 
magnitude estimation (e.g., verbal reports and blind walking) and psychophys-
ics. These have been interpreted as valid measures of perception in many studies” 
(p. 1123), and these “Effects have also been reported in a variety of dimensions 
including estimates of size, distance, slant, height, shape, speed, and weight” 
(p. 1130). However, although typical (subjective) magnitude estimation is pro-
portional to the objective magnitude of the stimulus (as predicted by Stevens’s 
power law of psychophysics), it is not veridical to the objective magnitude i.e., 
typical magnitude estimations are always either overestimations or underestima-
tions.3 The tendency of magnitude estimations to be non-veridical — as either 
overestimations or underestimations — can be explained by the concept of “the 
interval of uncertainty,” i.e., “The range of the stimulus dimension over which an 
observer cannot perceive a difference between the comparison and the standard 
stimuli” (Gescheider, 1997, p. 398).4 As already established in psychophysics, the 
typical estimation of magnitude is coarse-grained or fuzzy i.e., for example, mag-
nitudes of 90, 100, 110, etc. units are perceived to be of the same magnitude. The 
interval-of-uncertainty of a magnitude of 100 units, for example, falls in the range 
between 90 units and 110 units. Because of the fuzziness (or the interval of uncer-
tainty) of the magnitudes, the typical magnitude estimation is non-veridical — i.e., 
it is either overestimation or underestimation (compared to that of the objective 
magnitude);5 for example, for the objective magnitudes of 90 units and 160 units, 
the participants usually estimate subjective magnitudes to be 100 units (i.e., an 
overestimation) and 150 units (i.e., an underestimation), respectively.

3 Typical (non-veridical) estimations of magnitude are demonstrated as the regression effect, the 
range effect, and the sequential or order effect. Petzschner, Glasauer, and Stephan (2015) state that 
the regression effect is the “tendency of subjective estimates to be biased towards the center of the 
distribution” (p. 286), range effect is “an increase of this bias for larger sample ranges” (p. 286), and 
sequential or order effects are the “correlations between subsequent magnitude judgments” (p. 286).
4 Mathematically stated, the range of interval of uncertainty is two JNDs i.e., the interval of uncer-
tainty = upper limen − lower limen.
5 This non-veridical magnitude estimation is represented by the (psychophysical) notion of the 
“constant error.” The constant error is “a stimulus value equal to the value of the point of subjective 
equality minus the value of the standard stimulus” (Gescheider, 1997, p. 394).
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These non-veridical estimations or approximations fail to be distinguish-
able whether they are perceptual effects or, confounded by decisional factors or 
response biases — because of the fact that the non-veridical/inaccurate reports 
can either be due to perceptual failures or due to response biases. It should be 
noted that non-veridical approximations are intrinsic to magnitude estimation 
and thus, are bottom–up irrespective of the influence of the top–down factors 
(such as the cognitive penetration). Even in the typical cognitive penetration 
experiments, these non-veridical overestimations or underestimations of mag-
nitudes (that are ultimately calculated as a mean, in a block) can just be due to 
the skewing of wavering estimations — due to the fuzziness of magnitudes — 
rather than to a genuine sensory effect, as the participants can freely vary their 
reports in the interval-of-uncertainty range. So, it is hasty to claim (by the cogni-
tive penetration researchers) that they found evidence for perceptual effects that 
are penetrated by cognitive factors, as the non-veridical reports can either be due 
perceptual errors or decisional errors.6

The Instances of Cognitive Penetration as Response Biases

In situations like fuzzy magnitude estimations, the participants estimate based 
on their prior (or online generated) biases.7 For instance, in the case of shades of 
colour, the wavelength of the red hue ranges (approximately) from 620 to 750 
nanometers and the wavelength of the orange hue ranges from (approximately) 
590 to 620 nanometers. If a participant is presented with a hue, for instance, in 
the range of 610 to 630 nanometers, she will be fuzzy whether the colour is red or 
orange (although she can clearly identify, for instance, 690 nm hue to be red and 
605 nm hue to be unambiguously orange); in this fuzzy situation, she is prone 
to either underestimate the colour to be orange or overestimate it to be red, in 
line with her prior or online-generated biases. That is why the middle traffic 
light (approximately around 595 nm which is between the yellow and orange)8 
is identified to be yellow (i.e., underestimated to be around 565–590 nm) by the 
Germans, and identified to be orange (i.e., overestimated to be around 600–625 
nm) by the Dutch (even though the presented hue is objectively the same) [Mit-
terer, Horschig, Müsseler, and Majid, 2009]; and this happens merely because 
of the cultural practice of terming the middle traffic light’s colour to be yellow 

6 Although the cognitive penetration hypothesis is proposed to have practical implications (Krpan 
and Schnall, 2017; Witt, Linkenauger, and Wickens, 2016) because of the functionality of the cog-
nitive scaling of perception, this hypothesis fails to deliver that promise (Gray, 2016; Loomis, 2016) 
particularly because of being an instance of response bias (under perceptual uncertainty).
7 For instance, Witzel, Olkkonen, and Gegenfurtner (2018, p.2) agree that there occurs “more shift 
or bias towards the prior when uncertainty in the sensory signal increases (Knill and Richards, 1996; 
Maloney and Mamassian, 2009).”
8 It is often termed as the color, amber.	
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(or Gelb) in Germany and orange (or Oranje) in The Netherlands — without a 
change in the perceptual apparatus of colour. Similarly, the cultural practice of 
terming a banana to be yellow makes a fuzzy greyish-yellow banana to be (over-
estimated to be) yellowish (e.g., Hansen et al., 2006). However, it has to be noted 
that this type of memory–colour effect is not due to a change in (low-level) visual 
processes — in terms of changes in discrimination thresholds per se (Hansen, 
Giesel, and Gegenfurtner, 2008; Witzel and Hansen, 2015) — but due to (lin-
guistic or cultural or even participant-specific online-generated) biases in the 
estimation of the magnitudes of fuzzy/ambiguous hues.

A similar example of the influence of prior-belief-based response bias in fuzzy 
magnitude estimation is that political conservatives estimate Barack Obama’s skin 
tone to be darker than what political liberals estimate it to be (Caruso, Mead, and 
Balcetis, 2009). However, this is not an effect of cognitive penetration per se but a 
response bias that is based on (prior) partisan attitudes of conservatives and lib-
erals, as the very same effects “obtain with unambiguously non-perceptual and 
even silly factors” (Firestone and Scholl, 2015a, p. 1217); for instance, conservatives 
report an image of Obama with red horns on his head to be more representative 
of him rather than an image where his head has yellow halos. If conservatives can 
estimate Obama’s head to be horned, for non-perceptual reasons, then it is equally 
possible for them to estimate Obama’s face to be darker, for non-perceptual reasons 
as well (Firestone and Scholl, 2015a). Thus, the instances of cognitive penetration 
in colour perception could be instances of response bias (Brogaard and Gatzia, 
2017; Deroy, 2013; He et al., 2014; Mitterer et al., 2009; Valenti and Firestone, 2019; 
Zeimbekis, 2013), particularly those that result due to the fuzziness of the magni-
tude of a colour.9

Similarly, in the case of spatial perception, fuzziness associated with the 
magnitude of orientation or slant can lead to either its overestimation or under-
estimation (irrespective of any top–down penetration).10 When the orientation of 
the slant of a scene is fuzzy — due to the lack of information about visual reference 
cues such as the true horizontal — overestimations of slant occur, typically about 
6° (Daum and Hecht, 2018; Ross, 1974), and a slant between 7° and 10° is overesti-
mated to be around 30° (Durgin and Li, 2017). Durgin and Li (2017) attribute the 
overestimations of slant to people’s tendency to misperceive their gaze direction; 
for instance, an outdoor path on a hill that has an objective slant of 5° is estimated 

9 This conclusion is further substantiated by the evidence that colour language and colour perception 
are not necessarily correlated (Brown, Lindsey and Guckes, 2011; Davies, 2018; Emery, Volbrecht, 
Peterzell, and Webster, 2017; Siuda–Krzywicka and Bartolomeo, 2020; Siuda–Krzywicka et al., 
2020) raising scepticism over the possibility that colour language penetrates colour perception at 
all, because, if colour language penetrates colour perception then colour language should at least 
correlate with colour perception.
10 For instance, Daum and Hecht (2018) agree that the slant perception is “inherently shaky as soon 
as the slope in question is no longer palpable, that is if it is outside our personal space” (p. 183).
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to be around 20° whether the observer viewed it from the top or the bottom 
(Proffitt, Bhalla, Gossweiler, and Midgett, 1995). The overestimation of the slant 
of an entity is further escalated by the increasing distance of that entity from the 
observer (Hecht, Shaffer, Keshavarz, and Flint, 2014). The slant overestimation is 
attributed to the intrinsic tendency of the visual system that occurs independently 
of cognitive penetration. For instance, Durgin and Li (2017) attribute slant over-
estimations to our evolutionary adaptation to gravity, by stating that “these biases 
seem to be coded primarily with respect to the extrinsic reference frame specified 
by gravity (Durgin et al., 2010b). … Because slant is defined relative to a gravita-
tional reference frame (i.e., the horizontal plane and the vertical vector of gravity 
that is normal to horizontal), errors in perceived slant could come about if the 
presence of a hill produced a distortion in the perception of the horizontal plane” 
(pp. 193–194). Thus, the instances, of cognitive penetration in slant perception 
could be response biases (Bang and Rahnev, 2017; Dean et al., 2016; Durgin, 2017;  
Durgin et al., 2009; Durgin, Klein, Spiegel, Strawser, and Williams, 2012; Durgin, 
Ruff, and Russell, 2012; Firestone, 2013), particularly due to the fuzziness asso-
ciated with the magnitude of slant. Similarly, there is evidence that the instances 
of cognitive penetration in the reports of distance (Woods, Philbeck, and Danoff, 
2009) and size (Briscoe, 2014; Collier and Lawson, 2017a, 2017b; Cooper, Sterling, 
Bacon, and Bridgeman, 2012; Wesp and Gasper, 2012; Zelaznik and Forney, 2016) 
could be instances of response bias.

Furthermore, post-experiment debriefing sessions by some researchers found 
that the experimental instances of cognitive penetration are indeed due to response 
biases, as the participants guessed the experimental hypothesis and responded 
accordingly. For instance, participants who are estimating slopes (under the influ-
ence of bioenergetic factors such as wearing a heavy backpack) report that “I think 
I was asked to wear the backpack because when a person judges the slope of a hill 
their judgment can be skewed based on how difficult they think climbing the hill 
will be” (Durgin, Klein et al., 2012, p. 1594).11 If the purported cognitive penetra-
tion effects are due to the use of the magnitudinal stimuli that are fuzzy, then it 
is possible that controlling for fuzziness — for instance, by employing categorical 
stimuli — will eliminate the typical cognitive-penetration-like effects.

11 Sometimes, the participants can guess the hypothesis due to the recruitment process; for instance, 
Philbeck and Witt (2015, p. 1131) agree that “several studies involving athletes collected perceptual 
judgments before assessing performance, but participants were aware that recruitment took place at 
softball fields and golf courses (Witt and Proffitt, 2005; Witt et al., 2008). Thus, this may have made 
the hypothesized importance of their athletic ability salient. As another example, recruiting younger 
and older adults at an assisted living facility (Sugovic and Witt, 2013) likely made age a salient factor, 
and recruiting patients and employees at a chronic pain clinic (Witt et al., 2009) likely made pain a 
salient factor. In contrast, recruiting adults at a public shopping center and measuring their weight 
and BMI after collecting all perceptual measures is an effective way to conceal an interest in body 
size (Sugovic and Witt, 2011).”
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No Cognitive Penetration under Categorical Operationalization  
of Perception

The perceptual fuzziness can be controlled if the perception is operationalized 
as a category identification task; the categorical stimuli, such as the category of 
orange and the category of yellow avoid being fuzzy by virtue of falling beyond 
the zone of “interval of uncertainty” of the border-zone of yellow and orange 
i.e., between 585 nm to 605 nm, approximately. If categorical perceptual stimuli 
— such as unambiguously yellow or unambiguously orange — are employed in 
the cognitive penetration experimental-paradigms then the participants do not 
resort to response biases (that usually occur under perceptual fuzziness). So, 
in the cognitive penetration research, instead of asking the participants “how 
yellowish is the banana,” “how reddish is the heart,” or “how orangish is the 
middle traffic light,” the experimenter can ask the participant (to identify the cat-
egory of the stimuli by asking) “what is the colour of the banana seen — grey or 
yellow?,” “what is the colour of the heart seen — orange or red?,” or “what is the 
colour of the middle traffic light seen — yellow or orange?”; or the experimenter 
can alternatively instruct the participant to compare and match the grey banana 
to a reference grey-category hue or a reference yellow-category hue, or match 
the orange heart to a comparable orange-category hue or a red-category hue, or 
match a yellow middle-traffic-light to a yellow-category hue or an orange-cate-
gory hue.12

In this sort of categorical operationalization of perception typical cogni-
tive-penetration-like effects might not be observed i.e., the participants are likely 
to report a grey banana to be similar in colour to a grey hue rather than to a yellow 
hue, an orange heart to be similar in colour to an orange hue rather than to a red 
hue, and a yellow traffic light to be of the colour yellow rather than of the colour 
orange, irrespective of any influence of penetration by memory–colour (Valenti 
and Firestone, 2019); if perception is operationalized as an activity of category 
identification then there will not be any differences in the (veridical) perceptual 
reports between the experimental group and the control group, as the participants 
are not fuzzy or ambiguous about the category of the perceived stimuli, and they 
do not resort to non-veridical perceptual reports such as overestimation or under-
estimation (that are characteristic of the magnitude estimation). So, the instances 
of cognitive penetration could merely be instances of experimental confounding 
due to the fuzziness of the magnitudinal stimuli.

12 See a figure of representative stimuli at https://doi.org/10.6084/m9.figshare.14345141.v1 where the 
color perception is operationalized as a comparison and matching (or a discrimination) between the 
categories of colours; also see Figure 3 of Valenti and Firestone, 2019 for a similar (discrimination/
odd-one-out) kind of operationalization of colour perception.
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Cognitive Penetration through Categorical Stimuli as a Bottom–Up Effect

Although the cognitive penetration research has predominantly operation-
alized perception to be a magnitude estimation, some experiments (on rare 
occasions) employed categorical stimuli such as faces (e.g., Levin and Banaji, 
2006), binocular rivalry (e.g., Anderson, Siegel, and Barrett, 2011; Antinori, 
Carter, and Smillie, 2017; Balcetis, Dunning, and Granot, 2012; Klink, van Wezel, 
and van Ee, 2012; Scocchia,  Valsecchi, and Triesch, 2014; Weng et al., 2019; Wil-
bertz, van Slooten, and Sterzer, 2014), illusions (e.g., Lupyan, 2015; Topolinski, 
Erle, and Reber, 2015; van Ulzen, Semin, Oudejans, and Beek, 2008; Vishton et al., 
2007), ambiguous images and objects (e.g., Balcetis and Dunning, 2006; Dunning 
and Balcetis, 2013; Lupyan, 2012; Lupyan, Thompson–Schill, and Swingley, 2010; 
Lupyan, and Ward, 2013), and ambiguous words (e.g., Lupyan, 2017; Lupyan 
et al., 2010). However, these cases of cognitive penetration, even when they are 
employing categorical stimuli, can be due to bottom–up stimulus-related-factors 
rather than due to top–down penetration per se.

For instance, the penetration-like effect in face perception can be bottom–up 
(due to the use of those face-stimuli that are prone to confounding by bottom–up 
stimulus features). The face–race lightness effect (Levin and Banaji, 2006) — 
where a face-stimulus of a Black person looks darker compared to that of a White 
person even though both of the faces have equal average luminance — is being 
proposed as an example of cognitive penetration that operationalized categorical 
perceptual stimuli (see Figure 2 of Levin and Banaji, 2006 for the representative 
face-stimuli used in the face-race lightness effect). However, a (stimulus-specific) 
bottom–up explanation for the face–race lightness effect can be offered instead of 
penetration by the knowledge of the race in face perception — as some regions of 
the Black face and White face were (confoundedly) allowed to have differences in 
darkness and lightness.13 For instance, Firestone and Scholl (2016) point out that 
“the Black face seems to be under illumination, whereas the White face doesn’t 
look particularly illuminated or shiny.… And the Black face has a darker jawline, 
whereas the White face has darker eyes” (p. 12).

The bottom–up differences in face–race stimuli will lead to differences in the 
subjective perception of face lightness via “simultaneous contrast,” the tendency of 
human lightness perception where a perceived colour is influenced by surround-
ing colour or illumination (Adelson, 2000). For instance, in the Checker–Shadow 
illusion (Adelson, 2000), which is an example–demonstration of the phenom-
enon of simultaneous contrast, the target squares or tiles are of the same hue; 
however, they are perceived to be of different shades of grey because of the 
lightness or darkness of the surround in which these target squares are located.  

13 The intention of the researchers to allow for differences in terms of darkness and lightness between 
the Black face and White face is to achieve identical average luminance between them (Bitter, 2014).



REDDY84

This is a bottom–up effect — intrinsic or local to the visual system — that could be 
attributable to the tendency of lightness constancy, which is an evolutionary adap-
tation for perception in daylight illumination and shadowing (Sinha et al., 2020; 
Winkler, Spillmann, Werner, and Webster, 2015; Witzel and Gegenfurtner, 2018).  
The simultaneous contrast effect that accounts for the face–race lightness effect 
(as well as checker–shadow illusion) is the product of on-centre and off-surround 
process (or lateral inhibition process) in the receptive field of the retina (Rizzi and 
Bonanomi, 2017). The bottom–up explanation for the face–race lightness effect 
can be further substantiated by the finding that “Observers who viewed heavily 
blurred versions of the original Black and White faces still judged the Black face 
to be darker and the White face to be lighter even when these observers could not 
perceive the races of the faces, and even when they explicitly judged the faces to 
be of the same race” (Firestone and Scholl, 2015b, p. 694).

Furthermore, one more bottom–up factor that amplifies the face–race lightness 
effect is attention (albeit as an effect on the input-level of vision rather than on 
the central-processing-level of vision per se). For instance, it is being found that 
eye fixations over a Black face-stimulus and a White face-stimulus differ: brighter 
regions of the Black face-stimulus captivate longer gaze fixations over that of a 
White face-stimulus, and a Black face-stimulus elicits comparatively smaller mean 
pupil diameters than that of the White face-stimulus (Laeng et al., 2018); further, 
it is also being found that by curtailing eye fixations over locally brighter or darker 
regions of face–race stimuli — by presenting those stimuli very quickly (tachis-
toscopically, in 140 ms) — the typical face–race–lightness tendency to report the 
Black face-stimulus as “dark” is eliminated (Laeng et al., 2018). Further corrobora-
tion for the interpretation that the face–race lightness effect is indeed an attentional 
effect comes from the fact that the region around the nose (Hsiao and Cottrell, 
2008; Peterson and Eckstein, 2012) or eyes (Thompson, Foulsham, Leekam, and 
Jones, 2019; Vinette, Gosselin, and Schyns, 2004) — i.e., the eye–mouth triangle 
— is preferentially (gaze) attended over any other part of the (static) face (Arizpe, 
Walsh, Yovel, and Baker, 2017);14 thus, the nose region of the face–race–lightness 
stimuli acts as the centre and all other parts of the face act as the background or 
surround — with a contrast in illumination from that of the centre — in giving rise 
to the simultaneous contrast effect. Here, the Black face-stimulus is seen as the light 
eye–mouth triangle in the background of darker edge-regions of the face.

Similarly, the purported instances of cognitive penetration in binocular 
rivalry — the perceptual phenomenon with characteristic perceptual alternations 
between the two dissimilar stimuli (presented to the two eyes individually) and 
perceptual dominance (that alternates between the two stimuli) — can be argued 

14 The preferential (gaze) attending at the eye–mouth triangle could be an evolved adaptation to 
perceive emotions in facial expressions (Bombari et al., 2013; Calvo, Fernández–Martín, Gutiérrez–
García, and Lundqvist, 2018; Schurgin et al., 2014)
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to be an instance of bottom–up effect — i.e., as a function of both the eye as 
well as the stimulus (Blake and Logothetis, 2002; Tong, Meng, and Blake, 2006; 
Ward and Scholl, 2015) — rather than an instance of top–down penetration. For 
instance, interocular differences — in terms of the stimulus dimensions such as 
colour, luminance, contrast polarity, orientation, form, size, or velocity etc. — in 
the images presented to left eye and right eye (Blake and Tong, 2008) as well as the 
intrinsic tendency — the adapting reciprocal inhibition — of the neurons of the 
visual system (Alais and Blake, 2015) can account for the characteristic perceptual 
dominance and alternations of binocular rivalry. Thus, the seemingly top–down 
effects in binocular rivalry could be due to physiological principles — such as 
those behind Gestalt perceptual organization — that are intrinsic to the visual 
system itself (Brascamp, Klink, and Levelt, 2015; Dobbins and Grossmann, 2010; 
Girshick, Landy, and Simoncelli, 2011; Zhang, Xu, Jiang, and Wang, 2017). Fur-
thermore, binocular rivalry occurs only when two monocular stimuli presented 
to two eyes are too different to be integrated into one stereoscopic appearance (of 
the typical 3D world). Thus, binocular rivalry can be likened to be a case of more 
general bistable (or multistable) stimuli such as the Necker cube and the Rubin 
face/vase illusion etc. (Brascamp and Baker, 2013), where there occurs a conflict 
between different perceptually incompatible images or stimuli, which, however, 
are individually visually self-sufficient percepts. As the perceptual alternations of 
bistable stimuli are attentional effects (Hsiao, Chen, Spence, and Yeh, 2012), the 
perceptual dynamics of binocular rivalry can also be attributed to (exogenous 
as well as endogenous) attention (Chong and Blake, 2006; Dieter, Melnick, and 
Tadin, 2015; Hancock and Andrews, 2007; Li et al., 2017; Mishra and Hillyard, 
2009). As the attention effects actually occur at the level of input to the visual 
system rather than at the level of (central) processing of the visual system, the 
top–down-like influences on binocular rivalry are not instances of cognitive 
penetration.

Similarly, penetration-like effects in illusions can be interpreted to be bottom–
up effects, as visual illusions are the byproducts of neural processes that are involved 
in perceptual organization, such as transforming 2D information on the retina to 
a 3D perceptual image and achieving constancies of shape and size by using mon-
ocular/binocular depth or distance cues (by employing inappropriate constancy 
scaling or misapplied constancy scaling) [Ninio, 2014]. Although visual illusions 
deviate from the stimulus-information they are intrinsic [and specific (Creten-
oud et al., 2019)] to visual neural processes; for instance, inappropriate constancy 
scaling with respect to depth — that hinges on the corners and converging lines 
of the Müller–Lyer stimulus — explains the Müller–Lyer illusion (Gregory, 1963; 
Ward, Porac, Coren, and Girgus, 1977). The claim that the inappropriate con-
stancy scaling is intrinsic to the visual system (and is independent of top–down 
penetration) is further substantiated by the observation that the newly-sighted 
congenitally blind children still experience illusions like the Müller–Lyer illusion 
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(Gandhi, Kalia, Ganesh, and Sinha, 2015). So, the typical cognitive penetration 
findings while using visual-illusion stimuli can be a bottom–up effect.

Furthermore, the subjective reports over ambiguous images or ambiguous 
objects could be due to response bias, because of the very fact that the images 
are ambiguous, and thus, elicit heuristic biases under uncertain/ambiguous 
conditions (see Zeimbekis, 2015 for a similar interpretation of the claims of 
cognitive penetration in the perception of ambiguous images or objects). Thus, 
although some of the cognitive penetration experimental paradigms have used 
categorical stimuli (such as ambiguous images, binocular rivalry and face–race 
lightness stimuli), it can be argued that the perceptual reports in these para-
digms are indeed bottom–up effects rather than due to top–down penetration 
per se. If unambiguous categorical stimuli were used (as discussed early in this 
section) then there might not have been any experimental observation of typi-
cal cognitive-penetration-like effects — as the participants might not resort to 
non-veridical estimations or approximations that usually occur due to fuzzy mag-
nitudinal stimuli.

Behavioural (Instead of Verbal Report) Measures of Cognitive Penetration

Some cognitive penetration paradigms used behavioural measures to study 
perceptual effects hoping to keep a check over response biases associated with 
verbal reports of perception. For instance, it is being reported that non-sensory 
factors such as bodily states and emotions (Anderson, Siegel, Bliss–Moreau, 
and Barrett, 2011; Correll, Wittenbrink, Crawford, and Sadler, 2015; Radel, and 
Clément–Guillotin, 2012), language (Boutonnet and Lupyan, 2015; Lupyan and 
Spivey, 2010; Lupyan and Swingley, 2012; Lupyan and Ward, 2013; Maier and 
Abdel Rahman, 2018), and conceptual/semantic knowledge or beliefs (Gantman 
and Van Bavel, 2014; Weller, Rabovsky, and Abdel Rahman, 2019; Zacharopou-
los, Binetti, Walsh, and Kanai, 2014) lead to “enhanced perceptual sensitivity” 
or “ease of perceptual processing.” Similarly, non-sensory factors like conceptual 
knowledge and memory (Lupyan et al., 2010; Thierry et al., 2009; Witzel and 
Gegenfurtner, 2015; Witzel, Valkova, Hansen, and Gegenfurtner, 2011) leads to 
“quicker RTs” of perceptual processing. Other behavioural measures (of percep-
tion) include the “distance of space blind-walked” (e.g., Witt, Proffitt, and Epstein,  
2010) and “distance of space a bean bag or a ball is thrown” (e.g., Linkenauger, 
Bülthoff, and Mohler, 2015).

However, the behavioural measures used in cognitive penetration research are 
debatable whether they are perceptual effects at all. For instance, Philbeck and 
Witt (2015) agree that behavioural measures are possible “in ways that have noth-
ing to do with the underlying perceptual representation. For example, if action 
capability were manipulated by asking participants to throw a pencil versus an 
anvil at a target, the pencil could be thrown farther, but it would be a mistake to 
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attribute this result purely to differences in perceived target distance” (p. 1123). 
This is further substantiated by dissociation or non-correlation observed between 
the behavioural and the verbal measures.15 For instance, the verbal estimations of 
slant are not correlated with the behavioural measures of slant perception (Eves, 
2015; Proffitt and Zadra, 2011); even when there is a correlation between verbal 
and behavioural measures of slant perception, this correlation is still attributable 
to response biases rather than to cognitive penetration per se (Durgin et al., 2010; 
Shaffer et al., 2014). Similarly, verbal estimations of distance are not correlated 
with behavioural measures of distance (Paterson, van der Kamp, Bressan, and 
Savelsbergh, 2019); even if there are correlations between verbal and behavioural 
measures of distance perception (Loomis and Philbeck, 2008; Tenhundfeld and 
Witt, 2017) they are can be attributed to decisional factors or response biases 
(Durgin et al., 2011).

Although the behavioural measures are hypothesized to avoid the pitfalls that 
arise when using verbal report measures (Philbeck and Witt, 2015; Witt, Sugovic, 
Tenhundfeld, and King, 2016), behavioral measures still fail to distinguish 
whether the measured behavior is a perceptual effect or a response bias, partic-
ularly when the measured behaviour is non-veridical — a similar predicament 
to that of the fuzzy magnitude estimation. That is why there are contradictory 
overestimations and underestimations even in the “behavioural measures of per-
ception”; for instance, the measure of throwing a heavy ball “sometimes produces 
significant effects on estimated distance (Witt et al., 2004) and sometimes does 
not (Woods et al., 2009)” [Philbeck and Witt, 2015, p. 1132]. Accordingly, some 
findings suggest that the behavioural measures like ball throwing and blind-walk-
ing can be instances of response biases (Durgin et al., 2009; Woods, Philbeck, 
and Danoff, 2009) where, for instance, a ball is thrown not based on perceived 
distance but remembered distance (Cooper et al., 2012), and where, for instance, a 
ball is thrown or a distance is blind-walked not because of perceived distance but 
due to planned or prepared action (Firestone, 2013). Similarly, it is being argued 
that (behavioural measures such as) enhanced sensitivity or ease of perceptual 
processing (Firestone and Scholl, 2015c; IJzerman, Regenberg, Saddlemyer, and 
Koole, 2015) and quicker RTs (Reuther and Chakravarthi, 2017; Fernández and 
Vadillo, 2020) in the context of cognitive penetration can be due to non-sensory 
or decisional factors. Thus, the purported instances of cognitive penetration that 
operationalized either verbal reports or behavioral measures are mere instances 
of response biases.  

15 For instance, Philbeck and Witt (2015, p. 1123) argue that the behavioural measures “that involve 
online visual control of rapid, precise movements, are thought to be guided by visual information 
processed in a dorsal cortical pathway that is anatomically and functionally distinct from a ventral 
pathway that presumably subserves conscious visual perception (Milner and Goodale, 1995).”



REDDY88

Conclusion

The manifestation of cognitive penetration can be argued to be an instance of 
experimental confounding by extraneous variables — such as a response bias in 
the context of fuzzy magnitudinal stimuli — and thus, is not a perceptual effect per 
se. Moreover, had the confounding by fuzzy magnitudinal stimuli been controlled 
for by employing categorical stimuli, then the typical cognitive-penetration-like 
effects might not have been observed at all. Furthermore, the behavioral measures 
of perception also fail to establish that cognitive penetration is not an instance of 
response bias. Thus, it can be concluded that the purported instances of cognitive 
penetration are mere instances of experimental confounding by extraneous vari-
ables (but not due to the cognitive scaling of perception or due to the influence 
of downward neural projections per se), raising scepticism over the very validity 
of the construct.

Endnote

* Below are the sample research works in cognitive penetration that used magnitudinal stimuli as the 
dependent variables: the perception of “brightness” is shown to be penetrated by emotions (Meier, 
Robinson, Crawford, and Ahlvers, 2007) and moral thoughts (Banerjee, Chatterjee, and Sinha, 2012); 
the perception of “distance” is shown to be penetrated by motor action (Kirsch and Kunde, 2013, 
2015; Witt and Proffitt, 2008), age (Sugovic and Witt, 2013), emotion (Cole, Balcetis, and Dunning, 
2013), bioenergetics state (Sugovic, Turk, and Witt, 2016; Zadra, Weltman, and Proffitt, 2016), moti-
vation (Balcetis, 2016; Cole, Balcetis, and Zhang, 2013; Krpan and Schnall, 2014a, 2018), physical 
effort (Vinson, Jordan, and Hund, 2017; White, Shockley, and Riley, 2013; Witt, Proffitt,  and Epstein, 
2010), and psychological effort (Cole and Balcetis, 2013; Slepian, Masicampo, and Ambady, 2014); the 
perception of “height” is found to be penetrated by motor action (Taylor, Witt, and Sugovic, 2011), 
and emotion (Harber, Yeung, and Iacovelli, 2011; Storbeck and Stefanucci, 2014); some experiments 
found that the perception of “motion” is penetrated by action (Kawabe, 2013; Wallis and Backus, 
2016), language (Dils and Boroditsky, 2010; Francken, Kok, Hagoort, and De Lange, 2015; Meteyard, 
Bahrami, and Vigliocco, 2007), and semantic knowledge (Hsu, Taylor, and Pratt, 2015; Kim, Feldman, 
and Singh, 2013); the perception of “orientation” is found to be penetrated by action (Kirsch and 
Kunde, 2014), emotion (Bocanegra and Zeelenberg, 2009; Phelps, Ling, and Carrasco, 2006), and 
language (Kranjec, Lupyan, and Chatterjee, 2014; Pelekanos and Moutoussis, 2011); the perception 
of a “shade of a color” is found to be penetrated by the modalities of memory (Hansen, Olkkonen, 
Walter, and Gegenfurtner, 2006; Lee and Mather, 2019; Lupyan, 2015; Olkkonen, Hansen, and Gegen-
furtner, 2008), language (Thierry et al., 2009; Zheng et al., 2017), and motivation (Caruso, Mead, 
and Balcetis, 2009; Krosch, and Amodio, 2014); the perception of “size” is found to be penetrated by 
motor action (Franchak, van der Zalm, and Adolph, 2010; Kirsch, Herbort, Ullrich, and Kunde, 2017; 
Linkenauger, Witt, and Proffitt, 2011; Witt, 2011), body ownership (Banakou, Groten, and Slater, 
2013; Linkenauger, Leyrer, Bülthoff, and Mohler, 2013; Linkenauger, Ramenzoni, and Proffitt, 2010; 
Van der Hoort and Ehrsson, 2014), culture (Davidoff, Fonteneau, and Goldstein, 2008), emotion (Lei-
bovich, Cohen, and Henik, 2016; Morgado, Muller, Gentaz, and Palluel–Germain, 2011; Stefanucci, 
Gagnon, Tompkins, and Bullock, 2012; van Ulzen, Semin, Oudejans, and Beek, 2008), motivation 
(Daas, Häfner, and Wit, 2013; Van Koningsbruggen, Stroebe, and Aarts, 2011), and performance 
efficacy (Cañal–Bruland, Pijpers, and Oudejans, 2012; Gray, 2013; Jin and Lee, 2013; Lee, Lee, Carello, 
and Turvey, 2012; Witt, Linkenauger, Bakdash, and Proffitt, 2008); the perception of “slant” is being 
found to be penetrated by emotion (Riener, Stefanucci, Proffitt, and Clore, 2011; Zadra and Clore, 
2011), bodily glucose level (Krpan and Schnall, 2017; Schnall, Zadra and Proffitt, 2010; Taylor–Covill 
and Eves, 2014), physical effort (Burrow, Hill, and Sumner, 2016; Krpan and Schnall, 2014b; Tay-
lor-Covill and Eves, 2013), and psychological effort (Slepian, Camp, and Masicampo, 2015; Zheng et 
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al., 2015); the perception of “speed” is found to be penetrated by action (Witt, 2020), emotion (Witt 
and Sugovic, 2013), and performance efficacy (Witt and Sugovic, 2010, 2012; Witt, Tenhundfeld, 
and Bielak, 2017); and the perception of “weight” is found to be penetrated by emotion (Min and 
Choi, 2016), one’s hand size (Linkenauger, Mohler, and Proffitt, 2011), performance efficacy (Lee and 
Schnall, 2014), and psychological effort (Doerrfeld, Sebanz, and Shiffrar, 2012).

References

Abrams, R. A., and Weidler, B. J. (2015) How far away is that? It depends on you: Perception accounts 
for the abilities of others. Journal of Experimental Psychology: Human Perception and Performance, 
41(4), 904–908.

Adelson, E. H. (2000) Lightness perception and lightness illusions. In M. Gazzaniga (Ed.), The new 
cognitive neurosciences (second edition, pp. 339–351). London: MIT Press.

Alais, D., and Blake, R. (2015). Binocular rivalry and perceptual ambiguity. In J. Wagemans (Ed.), 
Oxford handbook of perceptual organization (pp. 775–798). Oxford: Oxford University Press.

Anderson, E., Siegel, E. H., and Barrett, L. F. (2011). What you feel influences what you see: The 
role of affective feelings in resolving binocular rivalry. Journal of Experimental Social Psychol-
ogy, 47(4), 856–860.

Anderson, E., Siegel, E. H., Bliss–Moreau, E., and Barrett, L. F. (2011). The visual impact of gossip.  
Science, 332(6036), 1446–1448.

Antinori, A., Carter, O. L., and Smillie, L. D. (2017). Seeing it both ways: Openness to experience 
and binocular rivalry suppression. Journal of Research in Personality, 68, 15–22.

Arizpe, J., Walsh, V., Yovel, G., and Baker, C. I. (2017). The categories, frequencies, and stability of 
idiosyncratic eye-movement patterns to faces. Vision Research, 141, 191–203.

Balcetis, E. (2016). Approach and avoidance as organizing structures for motivated distance percep-
tion. Emotion Review, 8(2), 115–128.

Balcetis, E., and Dunning, D. (2006). See what you want to see: Motivational influences on visual 
perception. Journal of Personality and Social Psychology, 91(4), 612–625.

Balcetis, E., Dunning, D., and Granot, Y. (2012). Subjective value determines initial dominance in 
binocular rivalry. Journal of Experimental Social Psychology, 48(1), 122–129.

Banakou, D., Groten, R., and Slater, M. (2013). Illusory ownership of a virtual child body causes 
overestimation of object sizes and implicit attitude changes. Proceedings of the National Academy 
of Sciences, 110(31), 12846–12851.

Banerjee, P., Chatterjee, P., and Sinha, J. (2012). Is it light or dark? Recalling moral behavior changes 
perception of brightness. Psychological Science, 23(4), 407–409.

Bang, J. W., and Rahnev, D. (2017). Stimulus expectation alters decision criterion but not sensory 
signal in perceptual decision making. Scientific Reports, 7(1), 1–12.

Bhalla, M., and D. R. Proffitt (1999). Visual motor recalibration in geographical slant perception. 
Journal of Experimental Psychology: Human Perception and Performance, 25, 1076–1096.

Bitter, D. (2014), Is low-level visual experience cognitively impenetrable? A critical analysis of some 
of the purported best evidence. Baltic International Yearbook of Cognition, Logic and Commu-
nication, 9, 1–26.

Blake, R., and Logothetis, N. K. (2002). Visual competition. Nature Reviews Neuroscience, 3(1), 13–21.
Blake, R., and Tong, F. (2008). Binocular rivalry. Scholarpedia, 3(12), 1578.
Bloesch, E. K., Davoli, C. C., Roth, N., Brockmole, J. R., and Abrams, R. A. (2012). Watch this! 

Observed tool use affects perceived distance. Psychonomic Bulletin and Review, 19(2), 177–183.
Bocanegra, B. R., and Zeelenberg, R. (2009). Emotion improves and impairs early vision. Psycho-

logical Science, 20(6), 707–713.
Bombari, D., Schmid, P. C., Schmid Mast, M., Birri, S., Mast, F. W., and Lobmaier, J. S. (2013). 

Emotion recognition: The role of featural and configural face information. Quarterly Journal of 
Experimental Psychology, 66(12), 2426–2442.

Boutonnet, B., and Lupyan, G. (2015). Words jump-start vision: A label advantage in object recog-
nition. Journal of Neuroscience, 35(25), 9329–9335.



REDDY90

Brascamp, J. W., and Baker, D. H. (2013). Psychophysics of binocular rivalry. In S. M. Miller (Ed.), 
The constitution of visual consciousness: Lessons from binocular rivalry (pp. 109–139). Advances 
in Consciousness Research (Vol. 90). Amsterdam: John Benjamins.

Brascamp, J. W., Klink, P. C., and Levelt, W. J. (2015). The ‘laws’ of binocular rivalry: 50 years of 
Levelt’s propositions. Vision Research, 109, 20–37.

Briscoe, R. E. (2014). Do intentions for action penetrate visual experience? Frontiers in Psychology, 5, 1265.
Brogaard, B., and Gatzia, D. E. (2017). Is color experience cognitively penetrable? Topics in Cognitive 

Science, 9(1), 193–214.
Brown, A. M., Lindsey, D. T., and Guckes, K. M. (2011). Color names, color categories, and color-cued 

visual search: Sometimes, color perception is not categorical. Journal of Vision, 11(12), 2.
Buckingham, G., and MacDonald, A. (2015). The weight of expectation: Implicit, rather than explicit, 

prior expectations drive the size–weight illusion. Quarterly Journal of Experimental Psychol-
ogy, 69(9), 1831–1841.

Burge, T. (2010). Origins of objectivity. Oxford: Oxford Univeristy Press.
Burrow, A. L., Hill, P. L., and Sumner, R. (2016). Leveling mountains: Purpose attenuates links between 

perceptions of effort and steepness. Personality and Social Psychology Bulletin, 42(1), 94–103.
Calvo, M. G., Fernández–Martín, A., Gutiérrez–García, A., and Lundqvist, D. (2018). Selective eye 

fixations on diagnostic face regions of dynamic emotional expressions: KDEF-dyn database. Sci-
entific Reports, 8(1), 1–10.

Cañal–Bruland, R., Pijpers, J. R., and Oudejans, R. R. (2012). Close, and a cigar!—Why size perception 
relates to performance. Perception, 41(3), 354–356.

Caruso, E. M., Mead, N. L., and Balcetis, E. (2009). Political partisanship influences perception of 
biracial candidates’ skin tone. Proceedings of the National Academy of Sciences, 106(48), 20168–20173.

Chong, S. C., and Blake, R. (2006). Exogenous attention and endogenous attention influence initial 
dominance in binocular rivalry. Vision Research, 46(11), 1794–1803.

Cole, S., and Balcetis, E. (2013). Sources of resources: Bioenergetic and psychoenergetic resources 
influence distance perception. Social Cognition, 31(6), 721–732.

Cole, S., Balcetis, E., and Dunning, D. (2013). Affective signals of threat increase perceived proxim-
ity. Psychological Science, 24(1), 34–40.

Cole, S., Balcetis, E., and Zhang, S. (2013). Visual perception and regulatory conflict: Motivation and 
physiology influence distance perception. Journal of Experimental Psychology: General, 142(1), 18–22.

Collier, E. S., and Lawson, R. (2017a). It’s out of my hands! Grasping capacity may not influence per-
ceived object size. Journal of Experimental Psychology: Human Perception and Performance, 43(4), 
749–769.

Collier, E. S., and Lawson, R. (2017b). Does grasping capacity influence object size estimates? It 
depends on the context. Attention, Perception, and Psychophysics, 79(7), 2117–2131.

Collier, E. S., and Lawson, R. (2018). Trapped in a tight spot: Scaling effects occur when, according 
to the action-specific account, they should not, and fail to occur when they should. Attention, 
Perception, and Psychophysics, 80(4), 971–985.

Collier, E. S., and Lawson, R. (2019). Getting a grasp on action-specific scaling: A response to Witt 
(2017). Psychonomic Bulletin and Review, 26(1), 374–384.

Cooper, A. D., Sterling, C. P., Bacon, M. P., and Bridgeman, B. (2012). Does action affect perception 
or memory? Vision Research, 62, 235–240.

Correll, J., Wittenbrink, B., Crawford, M. T., and Sadler, M. S. (2015). Stereotypic vision: How stereo-
types disambiguate visual stimuli. Journal of Personality and Social Psychology, 108(2), 219–233.

Cretenoud, A. F., Karimpur, H., Grzeczkowski, L., Francis, G., Hamburger, K., and Herzog, M. H. 
(2019). Factors underlying visual illusions are illusion-specific but not feature-specific. Journal 
of Vision, 19(14), 12.

Daas, C. D., Häfner, M., and Wit, J. D. (2013). Sizing opportunity: Biases in estimates of goal-relevant 
objects depend on goal congruence. Social Psychological and Personality Science, 4(3), 362–368.

Daum, S. O., and Hecht, H. (2018). Effects of symmetry, texture, and monocular viewing on geo-
graphical slant estimation. Consciousness and Cognition, 64, 183–195.

Davidoff, J., Fonteneau, E., and Goldstein, J. (2008). Cultural differences in perception: Observations 
from a remote culture. Journal of Cognition and Culture, 8(3–4), 189–209.

Davies, W. (2018). Colour vision and seeing colours. British Journal for the Philosophy of Science, 69(3), 
657–690.



COGNITIVE PENETRATION 91

Dean, A. M., Oh, J., Thomson, C. J., Norris, C. J., and Durgin, F. H. (2016). Do individual differ-
ences and aging effects in the estimation of geographical slant reflect cognitive or perceptual 
effects? i-Perception, 7(4), 2041669516658665.

Dennett, D. C. (1971). Intentional systems. Journal of Philosophy, 68(4), 87–106.
Deroy, O. (2013). Object-sensitivity versus cognitive penetrability of perception. Philosophical Stud-

ies, 162(1), 87–107.
Dieter, K. C., Melnick, M. D., and Tadin, D. (2015). When can attention influence binocular 

rivalry? Attention, Perception, and Psychophysics, 77(6), 1908–1918.
Dijker, A. J. (2008). Why Barbie feels heavier than Ken: The influence of size-based expectancies and 

social cues on the illusory perception of weight. Cognition, 106(3), 1109–1125.
Dils, A. T., and Boroditsky, L. (2010). Processing unrelated language can change what you see. Psycho-

nomic Bulletin and Review, 17(6), 882–888.
Dobbins, A. C., and Grossmann, J. K. (2010). Asymmetries in perception of 3D orientation. PLoS 

One, 5(3), e9553.
Doerrfeld, A., Sebanz, N., and Shiffrar, M. (2012). Expecting to lift a box together makes the load 

look lighter. Psychological Research, 76(4), 467–475.
Dunning, D., and Balcetis, E. (2013). Wishful seeing: How preferences shape visual perception. Cur-

rent Directions in Psychological Science, 22(1), 33–37.
Durgin, F. H. (2017). Counterpoint: Distinguishing between perception and judgment of spatial 

layout. Perspectives on Psychological Science, 12(2), 344–346.
Durgin, F. H., Baird, J. A., Greenburg, M., Russell, R., Shaughnessy, K., and Waymouth, S. (2009). 

Who is being deceived? The experimental demands of wearing a backpack. Psychonomic Bulletin 
and Review, 16(5), 964–969.

Durgin, F. H., DeWald, D., Lechich, S., Li, Z., and Ontiveros, Z. (2011). Action and motivation: 
Measuring perception or strategies?. Psychonomic Bulletin and Review, 18(6), 1077–1082.

Durgin, F. H., Hajnal, A., Li, Z., Tonge, N., and Stigliani, A. (2010). Palm boards are not action 
measures: An alternative to the two-systems theory of geographical slant perception. Acta Psy-
chologica, 134(2), 182–197.

Durgin, F. H., Klein, B., Spiegel, A., Strawser, C. J., and Williams, M. (2012). The social psychology 
of perception experiments: Hills, backpacks, glucose, and the problem of generalizability. Journal 
of Experimental Psychology: Human Perception and Performance, 38(6), 1582–1595.

Durgin, F. H., and Li, Z. (2017). Why do hills look so steep? Oxford Compendium of Visual Illusions, 
190–197.

Durgin, F. H., Ruff, A. J., and Russell, R. (2012). Constant enough: On the kinds of perceptual con-
stancy worth having. In G. Hatfield and S. Allred (Eds.), Visual experience: Sensation, cognition, 
and constancy (pp. 87–102). Oxford: Oxford University Press.

Emery, K. J., Volbrecht, V. J., Peterzell, D. H., and Webster, M. A. (2017). Variations in normal color 
vision. VII. Relationships between color naming and hue scaling. Vision Research, 141, 66–75.

Eves, F. F. (2015). Summarizing slant perception with words and hands; an empirical alternative to cor-
relations in Shaffer, McManama, Swank, Williams and Durgin (2014). Acta Psychologica, 155, 77–81.

Fernández, L. M., and Vadillo, M. A. (2020). Flexibility in reaction time analysis: Many roads to a 
false positive? Royal Society Open Science, 7(2), 190831.

Firestone, C. (2013). How “paternalistic” is spatial perception? Why wearing a heavy backpack 
doesn’t—and couldn’t—make hills look steeper. Perspectives on Psychological Science, 8(4), 455–473.

Firestone, C., and Scholl, B. J. (2015a). When do ratings implicate perception versus judgment? The 
“overgeneralization test” for top–down effects. Visual Cognition, 23(9-10), 1217–1226.

Firestone, C., and Scholl, B. J. (2015b). Can you experience ‘top–down’ effects on perception?: The 
case of race categories and perceived lightness. Psychonomic Bulletin and Review, 22(3), 694–700.

Firestone, C., and Scholl, B. J. (2015c). Enhanced visual awareness for morality and pajamas? Per-
ception vs. memory in ‘top–down’ effects. Cognition, 136, 409–416.

Firestone, C., and Scholl, B. J. (2016). Cognition does not affect perception: Evaluating the evidence 
for “top–down” effects. Behavioral and Brain Sciences, 39, e229.

Franchak, J. M., van der Zalm, D. J., and Adolph, K. E. (2010). Learning by doing: Action performance 
facilitates affordance perception. Vision Research, 50(24), 2758–2765.

Francken, J. C., Kok, P., Hagoort, P., and De Lange, F. P. (2015). The behavioral and neural effects of 
language on motion perception. Journal of Cognitive Neuroscience, 27(1), 175–184.



REDDY92

Gandhi, T., Kalia, A., Ganesh, S., and Sinha, P. (2015). Immediate susceptibility to visual illusions 
after sight onset. Current Biology, 25(9), R358-R359.

Gantman, A. P., and Van Bavel, J. J. (2014). The moral pop-out effect: Enhanced perceptual awareness 
of morally relevant stimuli. Cognition, 132(1), 22–29.

Gatzia, D. E. (2017). Cognitive penetration and memory colour effects. Erkenntnis, 81, 1–23.
Gescheider, G. A. (1997). Psychophysics: The fundamentals. Mahwah, New Jersey: Lawrence Erlbaum 

Associates.
Girshick, A. R., Landy, M. S., and Simoncelli, E. P. (2011). Cardinal rules: Visual orientation per-

ception reflects knowledge of environmental statistics. Nature Neuroscience, 14(7), 926–932.
Gray, R. (2013). Being selective at the plate: Processing dependence between perceptual variables 

relates to hitting goals and performance. Journal of Experimental Psychology: Human Perception 
and Performance, 39(4), 1124–1142.

Gray, R. (2016). Better understanding of the link between embodied perception and behavior needed 
before we can apply it. Journal of Applied Research in Memory and Cognition, 5(1), 86–87.

Gregory, R. L. (1963). Distortion of visual space as inappropriate constancy scaling. Nature, 199(4894), 
678–680.

Gross, S. (2017). Cognitive penetration and attention. Frontiers in Psychology, 8, 221.
Hajnal, A., Bunch, D. A., and Kelty–Stephen, D. G. (2014). Going for distance and going for speed: 

Effort and optical variables shape information for distance perception from observation to 
response. Attention, Perception, and Psychophysics, 76(4), 1015–1035.

Hancock, S., and Andrews, T. J. (2007). The role of voluntary and involuntary attention in selecting 
perceptual dominance during binocular rivalry. Perception, 36(2), 288–298.

Hansen, T., Giesel, M., and Gegenfurtner, K. R. (2008). Chromatic discrimination of natural 
objects. Journal of Vision, 8(1), 2.

Hansen, T., Olkkonen, M., Walter, S., and Gegenfurtner, K. R. (2006). Memory modulates color 
appearance. Nature Neuroscience, 9(11), 1367–1368.

Harber, K. D., Yeung, D., and Iacovelli, A. (2011). Psychosocial resources, threat, and the perception of 
distance and height: Support for the resources and perception model. Emotion, 11(5), 1080–1090.

He, X., Witzel, C., Forder, L., Clifford, A., and Franklin, A. (2014). Color categories only affect post-per-
ceptual processes when same-and different-category colors are equally discriminable. Journal of 
the Optics Society of America A, 31(4), A322–A331.

Hecht, H., Shaffer, D., Keshavarz, B., and Flint, M. (2014). Slope estimation and viewing distance of 
the observer. Attention, Perception, and Psychophysics, 76(6), 1729–1738.

Helmholtz, H. von. (1962) Treatise on physiological optics, volume 2 [J. P. L. Southall Trans.], New 
York: Dover. (Originally published 1866).

Hsiao, J. H. W., and Cottrell, G. (2008). Two fixations suffice in face recognition. Psychological Sci-
ence, 19(10), 998–1006.

Hsiao, J. Y., Chen, Y. C., Spence, C., and Yeh, S. L. (2012). Assessing the effects of audiovisual semantic 
congruency on the perception of a bistable figure. Consciousness and Cognition, 21(2), 775–787.

Hsu, P., T. Taylor, J. E., and Pratt, J. (2015). Frogs jump forward: Semantic knowledge influences the 
perception of element motion in the Ternus display. Perception, 44(7), 779–789.

Hutchison, J. J., and Loomis, J. M. (2006). Does energy expenditure affect the perception of egocentric 
distance? A failure to replicate Experiment 1 of Proffitt, Stefanucci, Banton, and Epstein (2003). 
Spanish Journal of Psychology, 9(2), 332–339.

Huynh, S., Stefanucci, J. K., and Aspinwall, L. G. (2014). Self-affirmation counters the effects of 
self-regulatory resource depletion on height perception.  Journal of Experimental Social Psy-
chology, 52, 96–100.

IJzerman, H., Regenberg, N. F., Saddlemyer, J., and Koole, S. L. (2015). Perceptual effects of linguistic 
category priming: The Stapel and Semin (2007) paradigm revisited in twelve experiments. Acta 
Psychologica, 157, 23–29.

Jin, Z., and Lee, Y. (2013). Enlargement of perceived target size: Intentional or natural? Perceptual 
and Motor Skills, 117(3), 855–867.

Kawabe, T. (2013). Side effect of acting on the world: Acquisition of action–outcome statistic relation 
alters visual interpretation of action–outcome. Frontiers in Human Neuroscience, 7, 610.

Kim, S. H., Feldman, J., and Singh, M. (2013). Perceived causality can alter the perceived trajectory 
of apparent motion. Psychological Science, 24(4), 575–582.



COGNITIVE PENETRATION 93

Kirsch, W., Herbort, O., Ullrich, B., and Kunde, W. (2017). On the origin of body-related influences on 
visual perception. Journal of Experimental Psychology: Human Perception and Performance, 43(6), 
1222–1237.

Kirsch, W., Königstein, E., and Kunde, W. (2014). Hitting ability and perception of object’s size: 
Evidence for a negative relation. Attention, Perception, and Psychophysics, 76(6), 1752–1764.

Kirsch, W., and Kunde, W. (2013). Moving further moves things further away in visual perception: 
Position-based movement planning affects distance judgments. Experimental Brain Research, 226(3), 
431–440.

Kirsch, W., and Kunde, W. (2014). Impact of planned movement direction on judgments of visual 
locations. Psychological Research, 78(5), 705–720.

Kirsch, W., and Kunde, W. (2015). Perceptual and behavioral adjustments after action inhibition. Psy-
chonomic Bulletin and Review, 22(5), 1235–1242.

Klink, P. C., van Wezel, R. J. A., and van Ee, R. (2012). United we sense, divided we fail: Context-driven 
perception of ambiguous visual stimuli. Philosophical Transactions of the Royal Society B: Biological 
Sciences, 367(1591), 932–941.

Kranjec, A., Lupyan, G., and Chatterjee, A. (2014). Categorical biases in perceiving spatial rela-
tions. PloS one, 9(5), e98604.

Krosch, A. R., and Amodio, D. M. (2014). Economic scarcity alters the perception of race. Proceedings 
of the National Academy of Sciences, 111(25), 9079–9084.

Krpan, D., and Schnall, S. (2014a). Too close for comfort: Stimulus valence moderates the influence 
of motivational orientation on distance perception. Journal of Personality and Social Psychol-
ogy, 107(6), 978–993.

Krpan, D., and Schnall, S. (2014b). When perception says “no” to action: Approach cues make steep 
hills appear even steeper. Journal of Experimental Social Psychology, 55, 89–98.

Krpan, D., and Schnall, S. (2017). A dual systems account of visual perception: Predicting candy 
consumption from distance estimates. Acta Psychologica, 175, 1–12.

Krpan, D., and Schnall, S. (2018). Close or far? Affect explains conflicting findings on motivated 
distance perception to rewards. Acta Psychologica, 190, 188–198.

Laeng, B., Kiambarua, K. G., Hagen, T., Bochynska, A., Lubell, J., Suzuki, H., and Okubo, M. (2018). 
The “face race lightness illusion”: An effect of the eyes and pupils? PloS One, 13(8), e0201603.

Lamme, V. A., and Roelfsema, P. R. (2000). The distinct modes of vision offered by feedforward and 
recurrent processing. Trends in Neurosciences, 23(11), 571–579.

Lee, E. H., and Schnall, S. (2014). The influence of social power on weight perception. Journal of 
Experimental Psychology: General, 143(4), 1719–1725.

Lee, R. J., and Mather, G. (2019). Chromatic adaptation from achromatic stimuli with implied 
color. Attention, Perception, and Psychophysics, 81(8), 2890–2901.

Lee, Y., Lee, S., Carello, C., and Turvey, M. T. (2012). An archer’s perceived form scales the “hitableness” 
of archery targets. Journal of Experimental Psychology: Human Perception and Performance, 38(5), 
1125–1131.

Leibovich, T., Cohen, N., and Henik, A. (2016). Itsy bitsy spider? Valence and self-relevance predict 
size estimation. Biological Psychology, 121, 138–145.

Levin, D. T., and Banaji, M. R. (2006). Distortions in the perceived lightness of faces: The role of race 
categories. Journal of Experimental Psychology: General, 135, 501–512.

Li, H. H., Rankin, J., Rinzel, J., Carrasco, M., and Heeger, D. J. (2017). Attention model of binocular 
rivalry. Proceedings of the National Academy of Sciences, 114(30), E6192–E6201.

Linkenauger, S.A., Bülthoff, H. H., and Mohler, B.J. (2015). Virtual arm's reach influences perceived 
distances but only after experience reaching. Neuropsychologia, 70, 393–401.

Linkenauger, S. A., Leyrer, M., Bülthoff, H. H., and Mohler, B. J. (2013). Welcome to wonderland: 
The influence of the size and shape of a virtual hand on the perceived size and shape of virtual 
objects. PloS one, 8(7), e68594.

Linkenauger, S. A., Mohler, B. J., and Proffitt, D. R. (2011). Body-based perceptual rescaling revealed 
through the size–weight illusion. Perception, 40(10), 1251–1253.

Linkenauger, S. A., Ramenzoni, V., and Proffitt, D. R. (2010). Illusory shrinkage and growth: Body-
based rescaling affects the perception of size. Psychological Science, 21(9), 1318–1325.

Linkenauger, S. A., Witt, J. K., and Proffitt, D. R. (2011). Taking a hands-on approach: Apparent 
grasping ability scales the perception of object size. Journal of Experimental Psychology: Human 
Perception and Performance, 37(5), 1432–1441.



REDDY94

Loomis, J. M. (2016). Proposed applications of research on action-specific effects are premature. 
Journal of Applied Research in Memory and Cognition, 5(1), 77–79.

Loomis, J. M., and Philbeck, J. W. (2008). Measuring spatial perception with spatial updating and 
action. Carnegie Symposium on Cognition, 2006. Pittsburgh: Psychology Press.

Lupyan, G. (2012). Linguistically modulated perception and cognition: The label–feedback hypoth-
esis. Frontiers in Psychology, 3, 54.

Lupyan, G. (2015). Object knowledge changes visual appearance: Semantic effects on color afterim-
ages. Acta Psychologica, 161, 117–130.

Lupyan, G. (2017). Objective effects of knowledge on visual perception. Journal of Experimental 
Psychology: Human Perception and Performance, 43(4), 794–806.

Lupyan, G., and Spivey, M. J. (2010). Redundant spoken labels facilitate perception of multiple 
items. Attention, Perception, and Psychophysics, 72(8), 2236–2253.

Lupyan, G., and Swingley, D. (2012). Self-directed speech affects visual search performance. Quarterly 
Journal of Experimental Psychology, 65(6), 1068–1085.

Lupyan, G., Thompson–Schill, S. L., and Swingley, D. (2010). Conceptual penetration of visual 
processing. Psychological Science, 21(5), 682–691.

Lupyan, G., and Ward, E. J. (2013). Language can boost otherwise unseen objects into visual aware-
ness. Proceedings of the National Academy of Sciences, 110(35), 14196–14201.

Maier, M., and Abdel Rahman, R. (2018). Native language promotes access to visual conscious-
ness. Psychological Science, 29(11), 1757–1772.

Marr, D. (1982). Vision: A computational investigation into human representation and processing of 
visual information. San Francisco: Freeman.

Meier, B. P., Robinson, M. D., Crawford, L. E., and Ahlvers, W. J. (2007). When “light” and “dark” thoughts 
become light and dark responses: Affect biases brightness judgments. Emotion, 7(2), 366–376.

Meteyard, L., Bahrami, B., and Vigliocco, G. (2007). Motion detection and motion verbs: Language 
affects low-level visual perception. Psychological Science, 18(11), 1007–1013.

Min, B., and Choi, I. (2016). Heavy-heartedness biases your weight perception. Journal of Social 
Psychology, 156(5), 513–522.

Mishra, J., and Hillyard, S. A. (2009). Endogenous attention selection during binocular rivalry at 
early stages of visual processing. Vision Research, 49(10), 1073–1080.

Mitterer, H., Horschig, J. M., Müsseler, J., and Majid, A. (2009). The influence of memory on percep-
tion: It’s not what things look like, it’s what you call them. Journal of Experimental Psychology: 
Learning, Memory, and Cognition, 35(6), 1557–1562.

Morgado, N., Muller, D., Gentaz, E., and Palluel–Germain, R. (2011). Close to me? The influence of 
affective closeness on space perception. Perception, 40(7), 877–879.

Newen, A., and Vetter, P. (2017). Why cognitive penetration of our perceptual experience is still the 
most plausible account. Consciousness and Cognition, 47, 26–37.

Ninio, J. (2014). Geometrical illusions are not always where you think they are: A review of some classical 
and less classical illusions, and ways to describe them. Frontiers in Human Neuroscience, 8, 856.

O’Callaghan, C., Kveraga, K., Shine, J. M., Adams Jr, R. B., and Bar, M. (2017). Predictions pene-
trate perception: Converging insights from brain, behaviour and disorder. Consciousness and 
Cognition, 47, 63–74.

Olkkonen, M., Hansen, T., and Gegenfurtner, K. R. (2008). Color appearance of familiar objects: 
Effects of object shape, texture, and illumination changes. Journal of Vision, 8(5),13.

Paterson, G., van der Kamp, J., Bressan, E., and Savelsbergh, G. (2019). The differential effects of task 
difficulty on the perception of passing distance and subsequent passing action in a field hockey 
push pass task. Acta Psychologica, 197, 16–22.

Pelekanos, V., and Moutoussis, K. (2011). The effect of language on visual contrast sensitivity. Per-
ception, 40(12), 1402–1412.

Peterson, M. F., and Eckstein, M. P. (2012). Looking just below the eyes is optimal across face recog-
nition tasks. Proceedings of the National Academy of Sciences, 109(48), E3314–E3323.

Petzschner, F. H., Glasauer, S., and Stephan, K. E. (2015). A Bayesian perspective on magnitude 
estimation. Trends in Cognitive Sciences, 19(5), 285–293.

Phelps, E. A., Ling, S., and Carrasco, M. (2006). Emotion facilitates perception and potentiates the 
perceptual benefits of attention. Psychological Science, 17(4), 292–299.



COGNITIVE PENETRATION 95

Philbeck, J. W., and Witt, J. K. (2015). Action-specific influences on perception and post perceptual 
processes: Present controversies and future directions. Psychological Bulletin, 141, 1120–1144.

Proffitt, D. R., Bhalla, M., Gossweiler, R., and Midgett, J. (1995). Perceiving geographical slant. Psy-
chonomic Bulletin and Review, 2(4), 409–428.

Proffitt, D. R., Stefanucci, J., Banton, T., and Epstein, W. (2003). The role of effort in perceiving 
distance. Psychological Science, 14(2), 106–112.

Proffitt, D. R., and Zadra, J. R. (2011). Explicit and motoric dependent measures of geographical 
slant are dissociable: A reassessment of the findings of Durgin, Hajnal, Li, Tonge, and Stigliani 
(2010). Acta Psychologica, 138(2), 285–288.

Pylyshyn, Z. (1999). Is vision continuous with cognition? The case for cognitive impenetrability of 
visual perception. Behavioral and Brain Sciences, 22(3), 341–365.

Radel, R., and Clément–Guillotin, C. (2012). Evidence of motivational influences in early visual 
perception: Hunger modulates conscious access. Psychological Science, 23(3), 232–234.

Raftopoulos, A. (2015). The cognitive impenetrability of perception and theory-ladenness. Journal 
for General Philosophy of Science, 46(1), 87–103.

Raftopoulos, A. (2017). Pre-cueing, the epistemic role of early vision, and the cognitive impenetra-
bility of early vision. Frontiers in Psychology, 8, 1156.

Raftopoulos, A., and Lupyan, G. (2018). Pre-cueing effects on perception and cognitive penetrabil-
ity. Frontiers in Psychology, 9, 230.

Reuther, J., and Chakravarthi, R. (2017). Does self-prioritization affect perceptual processes? Visual 
Cognition, 25(1–3), 381–398.

Riener, C. R., Stefanucci, J. K., Proffitt, D. R., and Clore, G. (2011). An effect of mood on the per-
ception of geographical slant. Cognition and Emotion, 25(1), 174–182.

Rima, S., Poujade, M., Maniglia, M., and Durand, J. B. (2018). Rewarding objects appear larger but 
not brighter. Journal of Vision, 18(7), 9.

Rizzi, A., and Bonanomi, C. (2017). The human visual system described through visual illusions. In 
J. Best (Ed.), Colour design (pp. 23–41). Philadelphia: Woodhead Publishing.

Ross, H. E. (1974). Behaviour and perception in strange environments. London: Allen and Unwin.
Schnall, S., Zadra, J. R., and Proffitt, D. R. (2010). Direct evidence for the economy of action: Glucose 

and the perception of geographical slant. Perception, 39(4), 464–482.
Schurgin, M. W., Nelson, J., Iida, S., Ohira, H., Chiao, J. Y., and Franconeri, S. L. (2014). Eye move-

ments during emotion recognition in faces. Journal of Vision, 14(13), 14.
Scocchia, L., Valsecchi, M., and Triesch, J. (2014). Top-down influences on ambiguous perception: 

The role of stable and transient states of the observer. Frontiers in Human Neuroscience, 8, 979.
Shaffer, D. M., Greer, K. M., and Schaffer, J. T. (2019). Manipulation of expended effort and intent does 

not affect estimates of slant or distance. Journal of Experimental Psychology: Human Perception 
and Performance, 45(7), 855–862.

Shaffer, D. M., McManama, E., Swank, C., and Durgin, F. H. (2013). Sugar and space? Not the case: 
Effects of low blood glucose on slant estimation are mediated by beliefs. i-Perception, 4(3), 147–155.

Shaffer, D. M., McManama, E., Swank, C., Williams, M., and Durgin, F. H. (2014). Anchoring in 
action: Manual estimates of slant are powerfully biased toward initial hand orientation and 
are correlated with verbal report. Journal of Experimental Psychology: Human Perception and 
Performance, 40(3), 1203–1212.

Sinha, P., Crucilla, S., Gandhi, T., Rose, D., Singh, A., Ganesh, S., Mathur, U., and Bex, P. (2020). Mech-
anisms underlying simultaneous brightness contrast: Early and innate. Vision Research, 173, 41–49.

Siuda–Krzywicka, K., and Bartolomeo, P. (2020). What cognitive neurology teaches us about our 
experience of color. The Neuroscientist, 26(3), 252–265.

Siuda–Krzywicka, K., Witzel, C., Taga, M., Delanoe, M., Cohen, L., and Bartolomeo, P. (2020). When 
colours split from objects: The disconnection of colour perception from colour language and 
colour knowledge. Cognitive Neuropsychology, 37(5–6), 325–339.

Slepian, M. L., Camp, N. P., and Masicampo, E. J. (2015). Exploring the secrecy burden: Secrets, pre-
occupation, and perceptual judgments. Journal of Experimental Psychology: General, 144(2), e31.

Slepian, M. L., Masicampo, E. J., and Ambady, N. (2014). Relieving the burdens of secrecy: Reveal-
ing secrets influences judgments of hill slant and distance. Social Psychological and Personality 
Science, 5(3), 293–300.



REDDY96

Spelke, E. S. (1990). Principles of object perception. Cognitive Science, 14(1), 29–56.
Stefanucci, J. K., Gagnon, K. T., Tompkins, C. L., and Bullock, K. E. (2012). Plunging into the pool of 

death: Imagining a dangerous outcome influences distance perception. Perception, 41(1), 1–11.
Stokes, D. (2013). Cognitive penetrability of perception. Philosophy Compass, 8(7), 646–663.
Storbeck, J., and Stefanucci, J. K. (2014). Conditions under which arousal does and does not elevate 

height estimates. PloS one, 9(4), e92024.
Sugovic, M., Turk, P., and Witt, J. K. (2016). Perceived distance and obesity: It’s what you weigh, not 

what you think. Acta Psychologica, 165, 1–8.
Sugovic, M., and Witt, J. K. (2013). An older view on distance perception: Older adults perceive 

walkable extents as farther. Experimental Brain Research, 226(3), 383–391.
Taylor, J. E. T., Witt, J. K., and Sugovic, M. (2011). When walls are no longer barriers: Perception of 

wall height in parkour. Perception, 40(6), 757–760.
Taylor–Covill, G. A., and Eves, F. F. (2013). Slant perception for stairs and screens: Effects of sex and 

fatigue in a laboratory environment. Perception, 42(4), 459–469.
Taylor–Covill, G. A., and Eves, F. F. (2014). When what we need influences what we see: Choice of 

energetic replenishment is linked with perceived steepness. Journal of Experimental Psychology: 
Human Perception and Performance, 40(3), 915–919.

Tenhundfeld, N. L., and Witt, J. K. (2017). Distances on hills look farther than distances on flat ground: 
Evidence from converging measures. Attention, Perception, and Psychophysics, 79(4), 1165–1181.

Thierry, G., Athanasopoulos, P., Wiggett, A., Dering, B., and Kuipers, J. R. (2009). Unconscious effects 
of language-specific terminology on preattentive color perception. Proceedings of the National 
Academy of Sciences, 106(11), 4567–4570.

Thompson, S. J., Foulsham, T., Leekam, S. R., and Jones, C. R. (2019). Attention to the face is 
characterised by a difficult to inhibit first fixation to the eyes. Acta Psychologica, 193, 229–238.

Tong, F., Meng, M., and Blake, R. (2006). Neural bases of binocular rivalry. Trends in Cognitive 
Sciences, 10(11), 502–511.

Topolinski, S., Erle, T. M., and Reber, R. (2015). Necker’s smile: Immediate affective consequences 
of early perceptual processes. Cognition, 140, 1–13.

Valenti, J. J., and Firestone, C. (2019). Finding the “odd one out”: Memory color effects and the logic 
of appearance. Cognition, 191, 103934.

Valsecchi, M., Vescovi, M., and Turatto, M. (2010). Are the effects of attention on speed judgments 
genuinely perceptual? Attention, Perception, and Psychophysics, 72(3), 637–650.

Van der Hoort, B., and Ehrsson, H. H. (2014). Body ownership affects visual perception of object 
size by rescaling the visual representation of external space. Attention, Perception, and Psycho-
physics, 76(5), 1414–1428.

Van Koningsbruggen, G. M., Stroebe, W., and Aarts, H. (2011). Through the eyes of dieters: Biased 
size perception of food following tempting food primes. Journal of Experimental Social Psychol-
ogy, 47(2), 293–299.

van Ulzen, N. R., Semin, G. R., Oudejans, R. R., and Beek, P. J. (2008). Affective stimulus properties 
influence size perception and the Ebbinghaus illusion. Psychological Research, 72(3), 304–310.

Vinette, C., Gosselin, F., and Schyns, P. G. (2004). Spatio–temporal dynamics of face recognition in 
a flash: It’s in the eyes. Cognitive science, 28(2), 289–301.

Vinson, D. W., Jordan, J. S., and Hund, A. M. (2017). Perceptually walking in another’s shoes: Goals 
and memories constrain spatial perception. Psychological Research, 81(1), 66–74.

Vishton, P. M., Stephens, N. J., Nelson, L. A., Morra, S. E., Brunick, K. L., and Stevens, J. A. (2007). Planning 
to reach for an object changes how the reacher perceives it. Psychological Science, 18(8), 713–719.

Wallis, G. M., and Backus, B. T. (2016). When action conditions perception: Evidence of cross-modal 
cue recruitment. Journal of Vision, 16(14), 6.

Ward, E. J., and Scholl, B. J. (2015). Stochastic or systematic? Seemingly random perceptual switching 
in bistable events triggered by transient unconscious cues. Journal of Experimental Psychology: 
Human Perception and Performance, 41(4), 929–939.

Ward, L. M., Porac, C., Coren, S., and Girgus, J. S. (1977). The case for misapplied constancy scaling: 
Depth associations elicited by illusion configurations. American Journal of Psychology, 90, 609–620.

Webster, M. A., and Kay, P. (2012). Color categories and color appearance. Cognition, 122(3), 375–392.
Weller, P. D., Rabovsky, M., and Abdel Rahman, R. (2019). Semantic knowledge enhances conscious 

awareness of visual objects. Journal of Cognitive Neuroscience, 31(8), 1216–1226.



COGNITIVE PENETRATION 97

Weng, X., Lin, Q., Ma, Y., Peng, Y., Hu, Y., Zhou, K., Shen, F., Wang, H., and Wang, Z. (2019). Effects 
of hunger on visual perception in binocular rivalry. Frontiers in Psychology, 10, 418.

Wesp, R., and Gasper, J. (2012). Is size misperception of targets simply justification for poor perfor-
mance? Perception, 41(8), 994–996.

White, E., Shockley, K., and Riley, M. A. (2013). Multimodally specified energy expenditure and 
action-based distance judgments. Psychonomic Bulletin and Review, 20(6), 1371–1377.

Wilbertz, G., van Slooten, J., and Sterzer, P. (2014). Reinforcement of perceptual inference: Reward 
and punishment alter conscious visual perception during binocular rivalry. Frontiers in Psy-
chology, 5, 1377.

Winkler, A. D., Spillmann, L., Werner, J. S., and Webster, M. A. (2015). Asymmetries in blue–yellow 
color perception and in the color of ‘the dress.’ Current Biology, 25(13), R547–R548.

Witt, J. K. (2011). Action’s effect on perception. Current Directions in Psychological Science, 20(3), 201–206.
Witt, J. K. (2020). Action’s influence on spatial perception: Resolution and a mystery. Current Opinion 

in Psychology, 32, 153–157.
Witt, J. K., Linkenauger, S. A., Bakdash, J. Z., and Proffitt, D. R. (2008). Putting to a bigger hole: 

Golf performance relates to perceived size. Psychonomic Bulletin and Review, 15(3), 581–585.
Witt, J. K., Linkenauger, S. A., and Wickens, C. (2016). Action-specific effects in perception and 

their potential applications. Journal of Applied Research in Memory and Cognition, 5(1), 69–76.
Witt, J. K., and Proffitt, D. R. (2008). Action-specific influences on distance perception: A role for motor 

simulation. Journal of Experimental Psychology: Human Perception and Performance, 34(6), 1479–1492.
Witt, J. K., Proffitt, D. R., and Epstein, W. (2010). When and how are spatial perceptions scaled? Journal 

of Experimental Psychology: Human Perception and Performance, 36(5), 1153–1160.
Witt, J. K., and Sugovic, M. (2010). Performance and ease influence perceived speed. Perception, 39(10), 

1341–1353.
Witt, J. K., and Sugovic, M. (2012). Does ease to block a ball affect perceived ball speed? Exam-

ination of alternative hypotheses. Journal of Experimental Psychology: Human Perception and 
Performance, 38(5), 1202–1214.

Witt, J. K., and Sugovic, M. (2013). Spiders appear to move faster than non-threatening objects 
regardless of one’s ability to block them. Acta Psychologica, 143(3), 284–291.

Witt, J. K., Sugovic, M., Tenhundfeld, N. T., and King, Z. R. (2016). An action-specific effect on 
perception that avoids all pitfalls. Behavioral and Brain Sciences, 39, e261.

Witt, J. K., Tenhundfeld, N. L., and Bielak, A. A. (2017). Dissociating perception from judgment in 
the action-specific effect of blocking ease on perceived speed. Attention, Perception, and Psy-
chophysics, 79(1), 283–297.

Witzel, C., and Gegenfurtner, K. R. (2015). Categorical facilitation with equally discriminable 
colors. Journal of Vision, 15(8), 22.

Witzel, C., and Gegenfurtner, K. R. (2018). Color perception: Objects, constancy, and categories. 
Annual Review of Vision Science, 4(1), 16.1–16.25.

Witzel, C., and Hansen, T. (2015). Memory effects on color perception. In A. J. Elliot, A. Franklin, 
and M. D. Fairchild (Eds.), Handbook of color psychology (pp. 641–665). Cambridge, England: 
Cambridge University Press.

Witzel, C., Olkkonen, M., and Gegenfurtner, K. R. (2018). A Bayesian model of the memory colour 
effect. i-Perception, 9(3), 2041669518771715.

Witzel, C., Valkova, H., Hansen, T., and Gegenfurtner, K. R. (2011). Object knowledge modulates 
colour appearance. i-Perception, 2(1), 13–49.

Woods, A. J., Philbeck, J. W., and Danoff, J. V. (2009). The various perceptions of distance: An 
alternative view of how effort affects distance judgments. Journal of Experimental Psychology: 
Human Perception and Performance, 35(4), 1104–1117.

Wright, O., Davies, I. R., and Franklin, A. (2015). Whorfian effects on colour memory are not reliable. 
Quarterly Journal of Experimental Psychology, 68(4), 745–758.

Zacharopoulos, G., Binetti, N., Walsh, V., and Kanai, R. (2014). The effect of self-efficacy on visual 
discrimination sensitivity. PloS one, 9(10), e109392.

Zadra, J. R., and Clore, G. L. (2011). Emotion and perception: The role of affective information. Wiley 
Interdisciplinary Reviews: Cognitive Science, 2(6), 676–685.

Zadra, J. R., Schnall, S., Weltman, A. L., and Proffitt, D. (2010). Direct physiological evidence for an 
economy of action: Bioenergetics and the perception of spatial layout. Journal of Vision, 10(7), 54.



REDDY98

Zadra, J. R., Weltman, A. L., and Proffitt, D. R. (2016). Walkable distances are bioenergetically 
scaled. Journal of Experimental Psychology: Human Perception and Performance, 42(1), 39–51.

Zeimbekis, J. (2013). Color and cognitive penetrability. Philosophical Studies, 165(1), 167–175.
Zeimbekis, J. (2015). Seeing, visualizing, and believing: Pictures and cognitive penetration. In J. 

Zeimbekis and A. Raftopoulos (Eds.), The cognitive penetrability of perception: New philosophical 
perspectives (pp. 298–327). Oxford: Oxford University Press.

Zeimbekis, J., and Raftopoulos, A. (Eds.). (2015). The cognitive penetrability of perception: New phil-
osophical perspectives. Oxford: Oxford University Press.

Zelaznik, H. N., and Forney, L. A. (2016). Action-specific judgment, not perception: Fitts’ law per-
formance is related to estimates of target width only when participants are given a performance 
score. Attention, Perception, and Psychophysics, 78(6), 1744–1754.

Zhang, X., Xu, Q., Jiang, Y., and Wang, Y. (2017). The interaction of perceptual biases in bistable 
perception. Scientific Reports, 7(1), 1–8.

Zheng, L., Huang, P., Zhong, X., Li, T., and Mo, L. (2017). Color adaptation induced from linguistic 
description of color. PloS One, 12(3), e0173755.

Zheng, X., Fehr, R., Tai, K., Narayanan, J., and Gelfand, M. J. (2015). The unburdening effects of 
forgiveness: Effects on slant perception and jumping height. Social Psychological and Personality 
Science, 6(4), 431–438.




