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Chapter Five: Challenges to Psychoanalytic Theory: Recent Developments.
Chapter Six: Reinventing the Asexual Infant : On the Recent “Explosion” in Infant Research.
Chapter Seven: The Adult Sexual Body: A Missing Theory.
Chapter Eight: The Sexual Body, Psychoanalysis and Science: Bowlby, Peterfreund, and Kohut.
Chapter Nine: Lichtenstein, Holland, and Lacan: Ambivalence Toward the Sexual Body, Cooptation, 

and Defiance.
Chapter Ten: World Hypotheses and Interdisciplinary Sciences in Intimate Relation.

Volume 6, Number 3, Summer 1985
The Ethical Ramifications of Mediation Theory. Paul G. Muscari, State University College of New 

York at Glens Falls.
Logical Behaviorism and the Simulation of Mental Episodes. Dale Jacquette, University of Nebraska 

at Lincoln.
An Introduction to the Perceptual Kind of Conception of Direct (Reflective) Consciousness. 

Thomas Natsoulas, University of California, Davis.
The Fallacious Origin of the Mind–Body Problem: A Reconsideration of Descartes’ Method and 

Results. Jerry L. Jennings, University of Pennsylvania.
Consciousness, Naturalism, and Nagel. Owen Flanagan, Duke University and Wellesley College.
The Transpersonal Psychology of Patañjali’s Yoga Sutra (Book 1: Samâdhi): A Translation and 

Interpretation. Richard J. Castillo, University of Hawaii.
The Effects of Oppositional Meaning in Incidental Learning: An Empirical Demonstration of 

the Dialectic. Richard N. Williams and John Paul Lilly, Brigham Young University.



Volume 6, Number 4, Autumn 1985
Retarded Development: The Evolutionary Mechanism Underlying the Emergence of the Human 

Capacity for Language. Sonia Ragir, College of Staten Island.
Awareness I: The Natural Ecology of Subjective Experience and the Mind–Brain Problem 

Revisited. Mark W. Ketterer, Oklahoma College of Osteopathic Medicine and Surgery. 
Preserved and Impaired Information Processing Systems in Human Bitemporal Amnesiacs and 

Their lnfrahuman Analogues: Role of Hippocampectomy. Paulette Donovan Gage, University 
of Maine at Orono.

A Critique of Three Conceptions of Mental Illness. W. Miller Brown, Trinity College.
The Subjective Character of Experience. Paul G. Muscari, State University College of New York at 

Glens Falls.

Volume 7, Number 1, Winter 1986
Formalism and Psychological Explanation. John Heil, Virginia Commonwealth University.
Biological Theories, Drug Treatments, and Schizophrenia: A Critical Assessment. David Cohen, 

University of California, Berkeley, and Henri Cohen, Université du Québec á Montréal.
Understanding Surprise-Ending Stories: Long-Term Memory Schemas Versus Schema-Independent 

Content Elements. Asghar Iran-Nejad, The University of Michigan.
Mechanist and Organicist Parallels Between Theories of Memory and Science. Robert F. Belli, University 

of New Hampshire.
On the Radical Behaviorist Conception of Consciousness. Thomas Natsoulas, University of Cali-

fornia, Davis.

Volume 7, Numbers 2 and 3, Spring and Summer 1986 (Special Issue)
Cognition and Dream Research by Robert E. Haskell (Ed.), University of New England. 
Cognitive Psychology and Dream Research: Historical, Conceptual, and Epistemological Consider-

ations. Robert E. Haskell, University of New England.
An Empirical Foundation for a Self Psychology of Dreaming. Harry Fiss, University of Connecticut.
Dreaming: Cortical Activation and Perceptual Thresholds. John S. Antrobus, The City College of 

New York.
Some Relations Between the Cognitive Psychology of Dreams and Dream Phenomenology. Harry 

Hunt, Brock University.
REM Sleep and Neural Nets. Francis Crick, The Salk Institute, and Graeme Mitchison, Kenneth 

Craik Laboratory.
Lucid Dreaming: Physiological Correlates of Consciousness During REM Sleep. Stephen LaBerge, 

Lynne Levitan, and William C. Dement, Stanford University.
Effects of Environmental Context and Cortical Activation on Thought. Ruth Reinsel, Miriam 

Wollman, and John S. Antrobus, The City College of New York.
Lucid Dreaming Frequency in Relation to Vestibular Sensitivity as Measured by Caloric 

Stimulation. Jayne Gackenbach, University of Northern Iowa, Thomas J. Snyder, Iowa Area Education 
Agency 6, LeAnn M. Rakes, University of Northern Iowa, and Daniel Sachau, University of Utah.

The Dream-Scriptor and the Freudian Ego: “Pragmatic Competence” and the Superordinate 
and Subordinate Cognitive Systems in Sleep. Frank Heynick, Eindhoven University of 
Technology.

Structural Anthropology and the Psychology of Dreams. Adam Kuper, Brunel University.
Logical Structure and the Cognitive Psychology of Dreaming. Robert E. Haskell, University of 

New England.
Subliminal Perception and Dreaming. Howard Shevrin, University of Michigan Medical Center.
Evaluating Dream Function: Emphasizing the Study of Patients with Organic Disease. Robert C. 

Smith, Michigan State University.
Affect and Dream Work from an Information Processing Point of View. Rosalind Cartwright, Rush 

Medical College.
Dreaming and the Dream: Social and Personal Perspectives. Montague Ullman, Albert Einstein 

College of Medicine, and Edward F. Storm, Syracuse University.
Dreams and the Development of a Personal Mythology. Stanley Krippner, Saybrook Institute.



Volume 7, Number 4, Autumn 1986
Consciousness and Memory. Thomas Natsoulas, University of California, Davis.
Is Mental Illness Ineradicably Normative? A Reply to W. Miller Brown. Paul G. Muscari, State 

University College at Glens Falls.
The Differential Organization of the Structures of Consciousness during Hypnosis and a Baseline 

Condition. Ronald J. Pekala, Coatesville V.A. Medical Center, and V.K. Kumar, West Chester University.
Body Image and Body Schema: A Conceptual Clarification. Shaun Gallagher, Canisius College.
William James on Free Will and Determinism. Donald Wayne Viney, Pittsburg State University.
Light as an Expression of Mental Activity. Douglas M. Snyder, Berkeley, California.
The Paradoxical Implications of the (εποχή) Phenomenological Reduction in Sartre’s Psycho-

analysis. Imad T. Shouery, Indiana State University.

Volume 8, Number 1, Winter 1987
Roger W. Sperry’s Monist lnteractionism. Thomas Natsoulas, University of California, Davis. 
Roger Sperry’s Science of Values. William A. Rottschaefer, Lewis and Clark College. 
Structure and Significance of the Consciousness Revolution. R. W. Sperry, California Institute 

of Technology.
Consciousness as a Field: The Transcendental Meditation and TM-Sidhi Program and Changes in 

Social Indicators. Michael C. Dillbeck, Maharishi International University, Kenneth L. Cavanaugh, 
University of Washington, Thomas Glenn, Maharishi International University, David W. Orme–Johnson, 
Maharishi International University, and Vicki Mittlefehldt, University of Minnesota.

Transcending Medicalism; An Evolutionary Alternative. Seth Farber, Family Therapy Institute of 
Washington, D.C.

The “Primal Scene” as a Culture-Specific Phenomenon: A Speculative Rereading of Freudian — 
or Freud’s — Psychology. Gaile McGregor, York University.

Ibn Khaldun and Vico: The Universality of Social History. Robert E. Lana, Temple University.

Volume 8, Number 2, Spring 1987 (Special Issue)
Questions Posed by Teleology for Cognitive Psychology: Introduction and Comments. C. William 

Tageson, University of Notre Dame.
Can the Strength of Past Associations Account for the Direction of Thought? Joseph F. Rychlak, 

Loyola University of Chicago.
Can Cognitive Psychology Account for Metacognitive Functions of Mind? Brent D. Slife, 

Baylor University.
Can Cognitive Psychology Offer a Meaningful Account of Meaningful Human Action? Richard 

N. Williams, Brigham Young University.
Whence Cognitive Prototypes in Impression Formation? Some Empirical Evidence for Dialectical 

Reasoning as a Generative Process. James T. Lamiell and Patricia K. Durbeck, Georgetown University.
Comment Upon the Teleological Papers. Leona E. Tyler, University of Oregon.
Is Dialectical Cognition Good Enough to Explain Human Thought? Paul G. Muscari, State 

University College of New York at Glens Falls.
On Having Purpose and Explaining It, Too. Thomas H. Leahey, Virginia Commonwealth University.
Can We Construct Kantian Mental Machines? Colin Martindale, University of Maine.
On the Thoughtfulness of Cognitive Psychologists. William F. Chaplin, Auburn University.
Minds, Machines, Models, and Metaphors: A Commentary. Malcolm R. Wescott, York University.
Social Interaction, Goals, and Cognition. Michael A. Westerman, New York University.
The Human and the Cognitive Models: Criticism and Reply. Richard N. Williams, Brigham 

Young University.
The Insufficiency of Mechanism and Importance of Teleology. Brent D. Slife, Baylor University.
On Ersatz Teleologists and the Temptations of Rationalism: Some Reactions to Some of the 

Reactions. James T. Lamiell, Georgetown University.
Are We All Clear On What a Mediational Model of Behavior Is? Joseph F. Rychlak, Loyola University 

of Chicago.

Volume 8, Number 3, Summer 1987
Emerging Views of Health: A Challenge to Rationalist Doctrines of Medical Thought. William J. 

Lyddon, University of California, Santa Barbara.



Information, Communication and Organisation: A Post-Structural Revision. Robert Cooper, 
University of Lancaster, England. 

How Thoughts Affect the Body: A Metatheoretical Framework. Irving Kirsch, University of 
Connecticut, and Michael E. Hyland, Plymouth Polytechnic.

Consciousness and Commissurotomy: I. Spheres and Streams of Consciousness. Thomas Natsoulas, 
University of California, Davis.

Volume 8, Number 4, Autumn 1987 (Special Issue)
Inhibition in the Brain by Charles E. Ribak (Ed.), University of California, Irvine. 
Biochemistry of Glycinergic Neurons. Edward C. Daly, Roudebush VA Medical Center.
Immunocytochemical Characterization of Glycine and Glycine Receptors. R.J. Wenthold, National 

Institutes of Health, and R.A. Altschuler, University of Michigan.
Distribution of Inhibitory Amino Acid Neurons in the Cerebellum With Some Observations 

on the Spinal Cord: An Immunocytochemical Study With Antisera Against Fixed GABA, 
Glycine, Taurine, and -Alanine. Ole P. Ottersen and Jon Storm–Mathisen, University of Oslo.

GABA-Peptide Neurons of the Primate Cerebral Cortex. Edward G. Jones, University of California, Irvine.
GABAergic Inhibition in the Neocortex. K. Krnjevic, McGill University.
Physiology of GABA Inhibition in the Hippocampus. R.C. Malenka, R. Andrade, and R.A. Nicoll, 

University of California, San Francisco.
Inhibitory Processes in the Thalamus. M. Steriade and M. Deschenes, Université Laval.
Neurotransmitter Modulation of Thalamic Neuronal Firing Pattern. David A. McCormick and 

David A. Prince, Stanford University School of Medicine.
What Do GABA Neurons Really Do? They Make Possible Variability Generation in Relation to 

Demand. Eugene Roberts, Beckman Research Institute of the City of Hope.
GABAergic Abnormalities Occur in Experimental Models of Focal and Genetic Epilepsy. Charles 

E. Ribak, University of California, Irvine.
Inhibition, Local Excitatory Interactions and Synchronization of Epileptiform Activity in 

Hippocampal Slices. F. Edward Dudek, Tulane University School of Medicine, and Edward P. 
Christian, University of Maryland School of Medicine.

Inhibition in Huntington’s Disease. M. Flint Beal, David W. Ellison, and Joseph B. Marcin, Massa-
chusetts General Hospital.

Volume 9, Number 1, Winter 1988
On Complementarity and Causal Isomorphism. Douglas M. Snyder, Berkeley, California.
Methodological Complementarity: With and Without Reductionism. Michael E. Hyland, Plymouth 

Polytechnic, and Irving Kirsch, University of Connecticut.
On Human Nature: A Look at the Subject from Karol Wojtyla’s Work The Acting Person. Paul G. 

Muscari, State University College of New York at Glens Falls.
On the Radical Behaviorist Conception of Pain Experience. Thomas Natsoulas, University of 

California, Davis.
From Philology to Existential Psychology: The Significance of Nietzsche’s Early Work. Jerry L. Jennings, 

University of Pennsylvania.

Volume 9, Number 2, Spring 1988
Are “Dialogic” Data Positive? Salomon Rettig, Hunter College.
Relativity, Complementarity, Indeterminacy, and Psychological Theory. Mark Garrison, Kentucky 

State University.
Information-Processing and Constructivist Models of Cognitive Therapy: A Philosophical 

Divergence. William J. Lyddon, University of California, Santa Barbara.
Is Any State of Consciousness Self-Intimating? Thomas Nacsoulas, University of California, Davis.

Volume 9, Number 3, Summer 1988 (Special Issue)
Neuroradiology: Applications in Neurology and Neurosurgery by Stanley van den Noort and 

Elliot M. Frohman {Editors), California College of Medicine, Irvine.
Imaging for Neurological Disease: Current Status and New Developments. Stanley van den Noort, 

Elliot Frohman and Teresa Frohman, University of California, Irvine.



The Radiological Diagnosis of Primary Brain Tumours. Henry F.W. Pribram, University of 
California, Irvine.

Principles and Applications of Magnetic Resonance Imaging (MRI) in Neurology and Neuro-
surgery. T.M. Peters, Montreal Neurological Institute.

Functional Stereotactic Neurosurgery With Magnetic Resonance Imaging Guidance. Ronald F. 
Young, University of California, Irvine.

Magnetic Resonance Imaging in Neuro-ophthalmology. Edward K. Wong, Jr. and Bradley P. Gardner, 
University of California, Irvine.

Use of Intraoperative Angiography in Neurosurgery. Leslie D. Cahan, California College of 
Medicine, Grant B. Hieshima, Randall T. Higashida, and Van V. Halbach, San Francisco School 
of Medicine.

Anatomical Definition in PET Using Superimposed MR Images. Ranjan Duara, Anthony 
Apicella, David W. Smith, Jen Yueh Chang, William Barker, and Fumihito Yoshii, Mount Sinai 
Medical Center.

Neuroimaging of Head Injury. Maria Luisa Pasut and Sergio Turazzi, University Hospital, Verona, Italy.
Alzheimer‘s Disease, Dementia and Down Syndrome: An Evaluation Using Positron Emission 

Tomography (PET). Neal R. Cutler, Center for Aging and Alzheimer’s, and Prem K. Narang, Adria 
Labs, Columbus.

Neurotransmitter Receptor Imaging in Living Human Brain with Positron Emission Tomography. 
Stephen M. Stahl, Rosario Moratalla, and Norman G. Bowery, Merck Sharp and Dohme Research 
Laboratories.

SPECT Imaging in Alzheimer’s Disease. B. Leonard Holman, Brigham and Women’s Hospital, 
Keith A Johnson, Massachusetts General Hospital, and Thomas C. Hill, New England Deaconness 
Hospital.

Digital Subtraction Angiography. John R. Hesselink and Steven M. Weindling, University of California 
Medical Center, San Diego.

Volume 9, Number 4, Autumn 1988
Kuhn’s Structure of Scientific Revolutions in the Psychological Journal Literature, 1969–1983: A 

Descriptive Study. S.R. Coleman and Rebecca Salamon, Cleveland State University.
Existence and the Brain. Gordon G. Globus, University of California, Irvine.
Test of a Field Model of Consciousness and Social Change: The Transcendental Meditation and 

TM-Sidhi Program and Decreased Urban Crime. Michael C. Dillbeck, Maharishi International 
University, Carole Bandy Banus, George Washington University, Craig Polanzi, Southern Illinois 
University, and Garland S. Landrith, Ill, Maharishi International University.

The Schema Paradigm in Perception. Aaron Ben-Zeev, University of Haifa.
Consciousness and Commissurotomy: II. Some Pertinencies for Intact Functioning. Thomas 

Natsoulas, University of California, Davis.
The Intentionality of Retrowareness. Thomas Natsoulas, University of California, Davis.

Volume 10, Number 1, Winter 1989
Consciousness and the Incompleteness of the Physical Explanation of Behavior. Avsholom C. 

Elitzur, Weizmann Institute of Science.
Experimental Semantics: The Lexical Definitions of ”Prejudice” and “Alcoholic.” William T. 

O’Donohue, University of Maine.
The Distinction Between Visual Perceiving and Visual Perceptual Experience. Thomas Natsoulas, 

University of California, Davis.
An Examination of Four Objections to Self-Intimating States of Consciousness. Thomas Natsoulas, 

University of California, Davis. 
Casual Isomorphism: A Concept in Search of a Meaning: Complementarity and Psychology. 

Douglas M. Snyder, Berkeley, California.

Volume 10, Number 2, Spring 1989
Predicational Versus Mediational Modeling and the Directedness of Cognition in Impression 

Formation. Albert M. Bugaj, University of Wisconsin Center, Richland Center, and Joseph F. Rychlak, 
Layola University of Chicago.



The Inclusion in Modern Physical Theory of a Link Between Cognitive-Interpretive Activity and 
the Structure and Course of the Physical World. Douglas M. Snyder, Berkeley, California. 

Notes on the Action of the Pseudo-statement. Lauren Lawrence, The New School for Social Research.
Connectionism and The Dreaming Mind. Gordon G. Globus, University of California, Irvine.
Causal Isomorphism and Complementarity: Setting the Record Straight. Irving Kirsch, University 

of Connecticut, and Michael Hyland, Plymouth Polytechnic.

Volume 10, Number 3, Summer 1989
A Social Constructionist Critique of The Naturalistic Theory of Emotion. Carl Ratner, University 

of California, San Diego.
Subliminal Techniques as Propaganda Tools: Review and Critique. Robert F. Bomstein, Gettys-

burg College.
The Lack of an Overarching Conception in Psychology. Seymour B. Sarason, Yale University.
The Discursive Social-Psychology of Evidence: The Levin–Chambers Case. Salomon Rettig, 

Hunter College.

Volume 10, Number 4, Autumn 1989
Higher States of Consciousness: Maharishi Mahesh Yogi’s Vedic Psychology of Human Develop-

ment. Michael C. Dillbeck and Charles N. Alexander, Maharishi International University.
Noise in the System: Redefining Clinical Psychological Phenomena. Harvey J. Lieberman, South 

Beach Psychiatric Center.
The Relevance of Ordinary and Non-Ordinary States of Consciousness for the Cognitive 

Psychology of Meaning. Harry T. Hunt, Brock University.
A Sociohistorical Critique of Naturalistic Theories of Color Perception. Carl Ratner, University of 

California, San Diego.
Numerically Aided Methods in Phenomenology: A Demonstration. Don Kuiken, Don Schopflocher, 

and T. Cameron Wild, University of Alberta.
A Research Strategy for Studying Telic Human Behavior. George S. Howard, William H. Youngs, and 

Ann M. Siatczynski, University of Notre Dame.

Volume 11, Number 1, Winter 1990
On the Relation Between Psychology and Physics. Douglas M. Snyder, Berkeley, California. 
On Mentalism, Privacy, and Behaviorism. Jay Moore, University of Wisconsin–Milwaukee. 
On Reversal of Temporality of Human Cognition and Dialectical Self. Suchoon S. Mo, University 

of Southern Colorado.
Personal Expressiveness: Philosophical and Psychological Foundations. Alan S. Waterman, Trenton 

State College.
Consciousness in Quantum Physics and The Mind–Body Problem. Amit Goswami, University of Oregon.
On the Theory and Application of Third Person Analysis in the Practice of Psychotherapy. Lauren 

Lawrence, The New School for Social Research.

Volume 11, Number 2, Spring 1990
On the Social and Political Implications of Cognitive Psychology. Isaac Prilleltensky, University of Manitoba.
Consciousness. Benny Shanon, The Hebrew University.
Contemporary Models of Consciousness: Part I. Jean E. Bums, Consciousness Research, San 

Leandro, California.
The Pluralistic Approach to the Nature of Feelings. Thomas Natsoulas, University of California, Davis.
Complementarity and the Relation Between Psychological and Neurophysiological Phenomena. 

Douglas M. Snyder, Berkeley, California.
The Moon Is Not There When I See It: A Response to Snyder. Mark Garrison, Kentucky State University.

Volume 11, Numbers 3 and 4, Summer and Autumn 1990 (Special Issue)
Challenging the Therapeutic State: Critical Perspectives on Psychiatry and the Mental
	 Health System by David Cohen (Ed.), Université de Montréal 
Introduction: The Medical Model as the Ideology of the Therapeutic State. Ronald Leifer, Ithaca, 

New York.



Toward the Obsolescence of the Schizophrenia Hypothesis. Theodore R. Sarbin, University of 
California, Santa Cruz.

Institutional Mental Health and Social Control: The Ravages of Epistemological Hubris. Seth 
Farber, Network Against Coercive Psychiatry.

Deinstitutionalization: Cycles of Despair. Andrew Scull , University of California, San Diego.  
Twenty Years Since Women and Madness: Toward a Feminist Institute of Mental Health and 

Healing. Phyllis Chesler, College of Staten Island, CUNY.
The Ex-Patients’ Movement: Where We’ve Been and Where We’re Going. Judi Chamberlin, Ruby 

Rogers Advocacy and Drop-In Center, Cambridge, Massachusetts.
AIDS and the Psycho-Social Disciplines: The Social Control of “Dangerous” Behavior. Mark S. 

Kaplan, University of Illinois at Urbana–Champaign.
Therapeutic Professions and the Diffusion of Deficit. Kenneth J. Gergen, Swarthmore College.
The Futility of Psychotherapy. George W. Albee, University of Vermont.
The Name Game: Toward a Sociology of Diagnosis. Phil Brown, Brown University and Harvard 

Medical School.
Subjective Boundaries and Combinations in Psychiatric Diagnoses. John Mirowsky, University of 

Illinois at Urbana–Champaign.
Brain Damage, Dementia and Persistent Cognitive Dysfunction Associated With Neuroleptic 

Drugs: Evidence, Etiology, Implications. Peter R. Breggin, Center for the Study of Psychiatry, 
Bethesda, Maryland.

The Political Economy of Tardive Dyskinesia: Asymmetries in Power and Responsibility. David 
Cohen, Université de Montréal, and Michael McCubbin, York University.

Electroshock: Death, Brain Damage, Memory Loss, and Brainwashing. Leonard Roy Frank, San 
Francisco, California.

Behavior in a Vacuum: Social-Psychological Theories of Addiction That Deny the Social and 
Psychological Meanings of Behavior. Stanton Peele, Mathernatica Policy Research, Princeton, 
New Jersey.

The Conceptual Bind in Defining the Volitional Component of Alcoholism: Consequences  for 
Public Policy and Scientific Research. Richard E. Vatz, Towson State University, and Lee S. Weinberg, 
University of Pittsburgh.

False Accusations of Sexual Abuse: Psychiatry’s Latest Reign of Error. Lee Coleman, Berkeley, California.
Law and Psychiatry: The Problems That Will Not Go Away. Thomas Szasz, State University of New 

York, Syracuse.

Volume 12, Number 1, Winter 1991 (Special Issue)
Consciousness and Commissurotomy: III. Toward the Improvement of Alternative Conceptions. 

Thomas Natsoulas, University of California, Davis.
Perception Without Awareness and Electrodermal Responding: A Strong Test of Subliminal 

Psychodynamic Activation Effects. Joseph M. Masling, State University of New York at Buffalo, 
Robert F. Bomstein, Gettysburg College, Frederick G. Poynton, State University of New York at Buffalo 
School of Medicine, Sheila Reed, University of Wyoming, and Edward S. Katkin, State University of 
New York at Stony Brook.

Inferring Formal Causation from Corresponding Regressions. William V. Chambers, University of 
South Florida.

Beware the Illusion of Technique. James T. Lamiell, Georgetown University.
Untangling Cause, Necessity, Temporality, and Method: Response to Chambers’ Method of 

Corresponding Regressions. Richard N. Williams, Brigham Young University.
Corresponding Regressions, Procedural Evidence, and the Dialectics of Substantive Theory, 

Metaphysics, and Methodology. William V. Chambers, University of South Florida.
Behavioral Paradigm for a Psychological Resolution of the Free Will Issue. E. Rae Harcum, The 

College of William and Mary.
Empirical and Philosophical Reactions to Harcum’s “Behavioral Paradigm for a Psychological Resolu-

tion of the Free Will Issue.” Howard R. Pollio and Tracy Henley, The University of Tennessee at Knoxville.
Some Theoretical and Methodological Questions Concerning Harcum’s Proposed Resolution of 

the Free Will Issue. Joseph F. Rychlak, Loyola University of Chicago.
Parity for the Theoretical Ghosts and Gremlins: Response to Pollio/Henley and Rychlak. E. Rae 

Harcum, The College of William and Mary.



Volume 12, Number 2, Spring 1991 
Ontological Subjectivity. Thomas Natsoulas, University of California, Davis. 
A Measurable and Testable Brain-Based Emergent Interactionism: An alternative to Sperry’s 

Mentalist Emergent Internationalism. Larry R. Vandervert, Spokane, Washington. 
In Defense of Mentalism and Emergent Interaction. R.W. Sperry, California Institute of Technology. 
Toward a Model of Attention and Cognition Using a Parallel Distributed Processing Approach. 

Part 1: Background. Gregory Christ, University of Ottawa. 
Socially Constituted Knowledge: Philosophical, Psychological, and Feminist Contributions.  

William J. Lyddon, University of Southern Mississippi. 
Cultural Variation of Cognitive Processes From a Sociohistorical Psychological Perspective. Carl 

Ratner, Humboldt State University. 
On Elitzur’s Discussion of the Impact of Consciousness on the Physical World. Douglas M. Snyder, 

Berkeley, California. 
Neither Idealism Nor Materialism: A Reply to Snyder. Avshalom C. Elitzur, The Weizmann Institute 

of Science. 

Volume 12, Number 3, Summer 1991 
The Study of Expression Within a Descriptive Psychology. Stephan J. Holajter, Calumet College of St. Joseph. 
Toward a Model of Attention and Cognition, Using a Parallel Distributed Processing Approach. 

Part 2: The Sweeping Model. Gregory Christ, University of Ottawa. 
Consciousness and AI: A Reconsideration of Shanon. Tracy B. Henley, Mississippi State University. 
Consciousness and the Computer: A Reply to Henley. Benny Shanon, The Hebrew University. 
Deconstructing the Chinese Room. Gordon G. Globus, University of California, Irvine. 
Mind and Body: An Apparent Perceptual Error. Fred S. Fehr, Arizona State University.
Contemporary Models of Consciousness: Part II. Jean E. Burns, Consciousness Research, San 

Leandro, California. 

Volume 12, Number 4, Autumn 1991 
Manuscript Review in Psychology: Psychometrics, Demand Characteristics, and an Alternative 

Model. Robert F. Bornstein, Gettysburg College. 
Problems of Burdens and Bias: A Response to Bornstein. Ronald J. Rychlak, University of Mississippi, 

and Joseph F. Rychlak, Loyola University of Chicago. 
An Adversary Model of Manuscript Review: Further Comments. Robert F. Bornstein, Gettysburg College. 
Near-Death Experiences and Systems Theories: A Biosociological Approach to Mystical States. 

Bruce Greyson, University of Connecticut School of Medicine. 
From Critic to Theorist: Themes in Skinner’s Development from 1928 to 1938. S.R. Coleman, 

Cleveland State University. 
On the Modeling of Emergent Interaction: Which Will it Be, The Laws of Thermodynamics, or 

Sperry’s “Wheel” in the Subcircuitry? Larry R. Vandervert, Spokane, Washington. 

Volume 13, Number 1, Winter 1992 
Causal Knowledge: What Can Psychology Teach Philosophers? Evan Fales and Edward A. Wasserman, 

The University of Iowa. 
Quantum Theory and Consciousness. Ben Goertzel, University of Nevada, Las Vegas. 
Consciousness and Commissurotomy: IV. Three Hypothesized Dimensions of Deconnected Left-

Hemispheric Consciousness. Thomas Natsoulas, University of California, Davis. 
The Physiology of Desire. Keith Butler, University of New Orleans. 
Constructivist Psychology: A Heuristic Framework. William J. Lyddon and James T. McLaughlin,  

University of Southern Mississippi. 

Volume 13, Number 2, Spring 1992 
Residual Asymmetrical Dualism: A Theory of Mind–Body Relations. Arthur Efron, State University 

of New York at Buffalo. 
Toward a Model of Attention and Cognition, Using a Parallel Distributed Processing Approach. 

Part 3: Consequences and Implications of the Sweeping Model. Gregory Christ, University of Ottawa. 
Being at Rest. Douglas M. Snyder, Los Angeles, California. 



Neurophysiological Speculations on Zen Enlightenment. Gerhard H. Fromm, University of Pittsburgh. 
Toward an Improved Understanding of Sigmund Freud’s Conception of Consciousness. Thomas 

Natsoulas, University of California, Davis. 

Volume 13, Number 3, Summer 1992 
How to be a Scientifically Respectable “Property-Dualist.” Ran Lahav, Southern Methodist University, 

and Niall Shanks, East Tennessee State University. 
A Plea for the Poetic Metaphor. Paul G. Muscari, State University of New York at Glens Falls. 
Quantum Mechanics and the Involvement of Mind in the Physical World: A Response to Garrison. 

Douglas M. Snyder, Berkeley, California. 
Turnabout on Consciousness: A Mentalist View. R.W. Sperry, California Institute of Technology. 
Intentionality, Consciousness, and Subjectivity. Thomas Natsoulas, University of California, Davis. 

Volume 13, Number 4, Autumn 1992 
Humanistic Psychology, Human Welfare and the Social Order. Isaac Prilleltensky, Wilfrid 

Laurier University. 
On Private Events and Theoretical Terms. Jay Moore, University of Wisconsin–Milwaukee. 
A Teleologist’s Reactions to “On Private Events and Theoretical Terms.” Joseph F. Rychlak, Loyola 

University of Chicago. 
On Professor Rychlak’s Concerns. Jay Moore, University of Wisconsin–Milwaukee. 
Appendage Theory—Pro and Con. Thomas Natsoulas, University of California, Davis. 
Freud on Dreams and Kosslyn on Mental Imagery. Derek Drakoulis Nikolinakos, Temple University. 

Volume 14, Number 1, Winter 1993 
Altered Sensory Environments, Altered States of Consciousness and Altered-State Cognition. 

Joseph Glicksohn, Tel Aviv University and The Open University of Israel. 
CPU or Self-Reference: Discerning Between Cognitive Science and Quantum Functionalist 

Models of Mentation. Kim McCarthy, University of Oregon and Columbia College Chicago, and 
Amit Goswami, University of Oregon. 

The Naturalists versus the Skeptics: The Debate Over a Scientific Understanding of Consciousness. 
Valerie Gray Hardcastle, Virginia Polytechnic Institute and State University. 

Relativism in Gibson’s Theory of Picture Perception. David M. Boynton, University of Maine. 
A New Kind of Transference. Lauren Lawrence, The New School for Social Research. 

Volume 14, Number 2, Spring 1993 
Some Personal Reflections on the APA Centennial. Seymour B. Sarason, Yale University. 
Consciousness4: Varieties of Intrinsic Theory. Thomas Natsoulas, University of California, Davis. 
Can Relating the Past Disclose the Future? Salomon Rettig, Hunter College of CUNY. 
Quantum Mechanics is Probabilistic in Nature. Douglas M. Snyder, Los Angeles, California. 
Depth of Processing Versus Oppositional Context in Word Recall: A New Look at the Findings 

of “Hyde and Jenkins” as Viewed by “Craik and Lockhart.” Joseph F. Rychlak and Suzanne 
Barnard, Loyola University of Chicago. 

Consciousness and Commissurotomy: V. Concerning an Hypothesis of Normal Dual Consciousness. 
Thomas Natsoulas, University of California, Davis. 

Volume 14, Number 3, Summer 1993 
The Ability of the Sweeping Model to Explain Human Attention: A Commentary on Christ’s 

Approach. Kevin P. Weinfurt, Georgetown University. 
Reply to “The Ability of the Sweeping Model to Explain Human Attention.” Gregory J. Christ, 

University of Ottawa. 
Self-talk and Self-awareness: On the Nature of the Relation. Alain Morin, Memorial University 

of Newfoundland. 
An Introduction to Reflective Seeing: Part I. Thomas Natsoulas, University of California, Davis. 
Realpolitik in the Addictions Field: Treatment-professional, Popular-culture Ideology, and Scien-

tific Research. Robert E. Haskell, University of New England. 
Neurological Positivism’s Evolution of Mathematics. Larry R. Vandervert, Spokane, Washington. 



Volume 14, Number 4, Autumn 1993 
Diagnostic Reasoning and Reliability: A Review of the Literature and a Model of Decision-making. 

Jonathan Rabinowitz, Bar Ilan University. 
The Importance of Being Conscious. Thomas Natsoulas, University of California, Davis. 
The History and Current Status of the Concept “Behavior”: An Introduction. Tracy B. Henley, 

Mississippi State University. 
A History of Behavior. Thomas H. Leahey, Virginia Commonwealth University. 
What Counts as “Behavior”? James J. Jenkins, University of South Florida. 
Behavior as Telosponsivity Rather Than Responsivity. Joseph F. Rychlak, Loyola University of Chicago. 
Behavior, Adaptation, and Intentionality: Comments on Rychlak, Leahey, and Jenkins. Stephen 

Hibbard, University of Tennessee. 
Intentionality and Epistemological Commitment: A Comment on Hibbard. James J. Jenkins, 

University of South Florida. 
Intention in Mechanisms and the Baconian Criticism: Is the Modern Cognitivist Reviving 

Aristotelian Excesses? Joseph F. Rychlak, Loyola University of Chicago. 

Volume 15, Numbers 1 and 2, Winter and Spring 1994 
Challenging the Therapeutic State, Part Two: Further Disquisitions on the Mental Health 

System by David Cohen (Ed.), Université de Montréal. 
Environmental Failure–Oppression is the Only Cause of Psychopathology. David H. Jacobs, 

National University. 
Limitations of the Critique of the Medical Model. Ken Barney, Cambridge, Massachusetts. 
Deinstitutionalization: The Illusion of Disillusion. Michael McCubbin, Université de Montréal. 
Something is Happening: The Contemporary Consumer and Psychiatric Survivor Movement in 

Historical Context. Barbara Everett, Homeward Projects, Toronto.
The Myth of the Reliability of DSM. Stuart A. Kirk, UCLA, School of Social Welfare, and Herb 

Kutchins, California State University, Sacramento. 
Caseness and Narrative: Contrasting Approaches to People Who are Psychiatrically Labeled. 

Michael A. Susko, Essex Community College, Maryland. 
Blaming the Victims: Silencing Women Sexually Exploited by Psychotherapists. Catherine D. 

Nugent, Treatment Exploitation Recovery Network. 
Neuroleptic Drug Treatment of Schizophrenia: The State of the Confusion. David Cohen, 

Université de Montréal. 
Determining the Competency of the Neediest. Jonathan Rabinowitz, Bar-Ilan University. 
ECT: Sham Statistics, the Myth of Convulsive Therapy, and the Case for Consumer Misinforma-

tion. Douglas G. Cameron, World Association of Electroshock Survivors. 

Volume 15, Number 3, Summer 1994 
The New Schizophrenia: Diagnosis and Dynamics of the Homeless Mentally Ill. Alvin Pam, Albert 

Einstein College of Medicine. 
A Neural Network Approach to Obsessive–Compulsive Disorder. Dan J. Stein and Eric Hollander, 

Mt. Sinai School of Medicine. 
On the Distinction Between the Object and Content of Consciousness. Thomas Natsoulas, 

University of California, Davis. 
Quantum Physics and Consciousness, Creativity, Computers: A Commentary on Goswami’s 

Quantum-Based Theory of Consciousness and Free Will. Michael G. Dyer, University of California, 
Los Angeles. 

Volume 15, Number 4, Autumn 1994 
The Depersonalization of Creativity. Paul G. Muscari, State University College of New York at Glens Falls. 
The Unconscious: A Perspective from Sociohistorical Psychology. Carl Ratner, Humboldt 

State University. 
How the Brain Gives Rise to Mathematics in Ontogeny and in Culture. Larry R. Vandervert, 

American Nonlinear Systems. 
An Introduction to Reflective Seeing: Part II. Thomas Natsoulas, University of California, Davis. 
The Structure of Awareness: Contemporary Applications of William James’ Forgotten Concept 

of “The Fringe.” David Galin, University of California, San Francisco. 



Volume 16, Number 1, Winter 1995 
Introduction to “Newton’s Legacy for Psychology.” Brent D. Slife, Brigham Young University. 
Waiting for Newton. Thomas H. Leahey, Virginia Commonwealth University. 
Ripples of Newtonian Mechanics: Science, Theology, and the Emergence of the Idea of Develop-

ment. Brian Vandenberg, University of Missouri–St. Louis. 
Psychology and Newtonian Methodology. Piers Rawling, University of Missouri–St. Louis. 
Newtonian Time and Psychological Explanation. Brent D. Slife, Brigham Young University. 
Temporality and Psychological Action at a Distance. Richard N. Williams, Brigham Young University. 
Newton, Science, and Causation. James E. Faulconer, Brigham Young University. 
Can Post-Newtonian Psychologists Find Happiness in a Pre-Paradigm Science? Paul A. Roth, 

University of Missouri–St. Louis. 

Volume 16, Number 2, Spring 1995 
Some Developmental Issues in Transpersonal Experience. Harry T. Hunt, Brock University. 
Monistic Idealism May Provide Better Ontology for Cognitive Science: A Reply to Dyer. Amit 

Goswami, University of Oregon, Eugene. 
On the Quantum Mechanical Wave Function as a Link Between Cognition and the Physical 

World: A Role for Psychology. Douglas M. Snyder, Los Angeles, California. 
Consciousness and Commissurotomy: VI. Evidence for Normal Dual Consciousness? Thomas 

Natsoulas, University of California, Davis. 

Volume 16, Number 3, Summer 1995 
Consciousness, Thought, and Neurological Integrity. Grant Gillett, University of Otago Medical School. 
Unsolvable Problems, Visual Imagery, and Explanatory Satisfaction. Marc F. Krellenstein, New 

School for Social Research. 
Postmodernity and Consciousness Studies. Stanley Krippner, Saybrook Institute, and Michael Winkler, 

University of Denver. 
A Radical Reversal in Cortical Information Flow as the Mechanism for Human Cognitive 

Abilities: The Frontal Feedback Model. Raymond A. Noack, San Diego, California. 
Consciousness³ and Gibson’s Concept of Awareness. Thomas Natsoulas, University of California, Davis. 

Volume 16, Number 4, Autumn 1995 
The Internet and Research: Explanation and Resources. David A. Allie, Phoenix Systems. 
Body Image and Body Schema in a Deafferented Subject. Shaun Gallagher, Canisius College, and 

Jonathan Cole, University of Southampton and Poole Hospital, Dorset. 
The Completeness of Systems and the Behavioral Repertoire. Robert E. Lana, Temple University. 
The Linguistic Network of Signifiers and Imaginal Polysemy: An Essay in the Co-dependent 

Origination of Symbolic Forms. Harry Hunt, Brock University. 
Psychiatric Drugging: Forty Years of Pseudo-Science, Self-Interest, and Indifference to Harm. 

David H. Jacobs, Center for the Study of Psychiatry and Psychology — West. 

Volume 17, Number 1, Winter 1996 
Lobotomy in Scandinavian Psychiatry. Joar Tranøy, University of Oslo. 
Instrument Driven Theory. Warren W. Tryon, Fordham University. 
Disunity in Psychology and Other Sciences: The Network or the Block Universe? Wayne Viney, 

Colorado State University. 
The Sciousness Hypothesis — Part I. Thomas Natsoulas, University of California, Davis. 

Volume 17, Number 2, Spring 1996 
Social Epistemology and the Recovery of the Normative in the Post-Epistemic Era. Steve Fuller, 

University of Durham. 
Problems with the Cognitive Psychological Modeling of Dreaming. Mark Blagrove, University of 

Wales Swansea. 
Mad Liberation: The Sociology of Knowledge and the Ultimate Civil Rights Movement. Robert E. 

Emerick, San Diego State University. 



The Presence of Environmental Objects to Perceptual Consciousness: Consideration of the Prob-
lem with Special Reference to Husserl’s Phenomenological Account. Thomas Natsoulas, University 
of California, Davis. 

The Sciousness Hypothesis — Part II. Thomas Natsoulas, University of California, Davis. 

Volume 17, Number 3, Summer 1996 
Measurement Units and Theory Construction. Warren W. Tryon, Fordham University. 
Memory: A Logical Learning Theory Account. Joseph F. Rychlak, Loyola University of Chicago. 
How We Get There From Here: Dissolution of the Binding Problem. Valerie Gray Hardcastle, 

Virginia Polytechnic Institute and State University. 
The Case for Intrinsic Theory I. An Introduction. Thomas Natsoulas, University of California, Davis. 

Volume 17, Number 4, Autumn 1996 
Bridging Social Constructionism and Cognitive Constructivism: A Psychology of Human Possibility 

and Constraint. Jack Martin and Jeff Sugarman, Simon Fraser University. 
The Role of Data and Theory in Covariation Assessment: Implications for the Theory-Ladenness of 

Observation. Eric G. Freedman, University of Michigan, Flint, and Laurence D. Smith, University of Maine. 
On the Relation Between Behaviorism and Cognitive Psychology. Jay Moore, University of Wisconsin, 

Milwaukee. 
The Case for Intrinsic Theory: II. An Examination of a Conception of Consciousness4 as Intrinsic, 

Necessary, and Concomitant. Thomas Natsoulas, University of California, Davis. 

Volume 18, Number 1, Winter 1997 
Psychiatry and Capitalism. Richard U’Ren, Oregon Health Sciences University. 
What Multiple Realizability Does Not Show. Robert M. Francescotti, San Diego State University. 
Spirituality, Belief, and Action. Hayne W. Reese, West Virginia University. 
Consciousness and Self-Awareness — Part I: Consciousness1, Consciousness2, and Consciousness3. 

Thomas Natsoulas, University of California, Davis. 
Consciousness and Self-Awareness — Part II: Consciousness4, Consciousness5, and Consciousness6. 

Thomas Natsoulas, University of California, Davis. 

Volume 18, Numbers 2 and 3, Spring and Summer 1997 (Special Issue) 
Understanding Tomorrow’s Mind: Advances in Chaos Theory, Quantum Theory, and Con-

sciousness in Psychology by Larry Vandervert (Ed.), American Nonlinear Systems. 
Chaos and Related Things: A Tutorial. Bruce J. West, University of North Texas. 
The Copenhagen Interpretation. Henry Pierce Stapp, University of California, Berkeley. 
Quantum Mechanics, Chaos and the Conscious Brain. Chris King, University of Auckland. 
Science of Consciousness and the Hard Problem. Henry Pierce Stapp, University of California, Berkeley. 
Nonlinear Brain Systems With Nonlocal Degrees of Freedom. Gordon G. Globus, University of 

California, Irvine and Catholic University of Brasilia. 
Magic Without Magic: Meaning of Quantum Brain Dynamics. Mari Jibu, Okayama University 

Medical School and Notre Dame Seishin University, and Kunio Yasue, Notre Dame Seishin University. 
Quanta Within the Copenhagen Interpretation as Two-Neuro-Algorithm Referents. Larry Vandervert, 

American Nonlinear Systems. 
The Brain and Subjective Experience: Question of Multilevel Role of Resonance. Paul D. MacLean, 

NIMH Neuroscience Center at St. Elizabeths. 
Nonlinear Dynamics and the Explanation of Mental and Behavioral Development. Paul van Geert, 

University of Groningen. 
Nonlinear Neurodynamics of Intentionality. Walter J. Freeman, University of California, Berkeley. 
Dynamics and Psychodynamics: Process Foundations of Psychology. Hector C. Sabelli, Center for 

Creative Development, Linnea Carlson–Sabelli, Rush University, Minu Patel, University of Illinois at 
Chicago, and Arthur Sugerman, Center for Creative Development. 

Phase Transitions in Learning. Günter Vetter, Michael Stadler, and John D. Haynes, University 
of Bremen. 



Volume 18, Number 4, Autumn 1997 
A Neuromuscular Model of Mind With Clinical and Educational Applications. F.J. McGuigan, 

Institute for Stress Management, United States International University. 
The Presence of Environmental Objects to Perceptual Consciousness: An Integrative, Ecological 

and Phenomenological Approach. Thomas Natsoulas, University of California, Davis. 
Wholeness as the Body of Paradox. Steven M. Rosen, College of Staten Island/CUNY. 
William James and the Challenge of Methodological Pluralism. Stephen C. Yanchar, Brigham 

Young University. 
Ideas About a New Psychophysiology of Consciousness: The Syntergic Theory. Jacobo Grinberg–Zylber-

baum, National Autonomous University of Mexico and National Institute for the Study of Consciousness. 

Volume 19, Number 1, Winter 1998 
The Case for Intrinsic Theory: III. Intrinsic Inner Awareness and the Problem of Straightforward 

Objectivation. Thomas Natsoulas, University of California, Davis. 
Analysis of Adverse Behavioral Effects of Benzodiazepines With a Discussion on Drawing Scientific 

Conclusions from the FDA’s Spontaneous Reporting System. Peter R. Breggin, Center for the Study 
of Psychiatry and Psychology. 

Defining “Physicalism.” Robert M. Francescotti, San Diego State University. 
The Physics of Metaphysics: Personal Musings. Aleksandra Kasuba, New York City, New York. 

Volume 19, Number 2, Spring 1998 
States of Consciousness and Symbolic Cognition. Joseph Glicksohn, Bar-Ilan University. 
The Easy and Hard Problems of Consciousness: A Cartesian Perspective. Frederick B. Mills, Bowie 

State University. 
Tertiary Consciousness. Thomas Natsoulas, University of California, Davis. 
The Foundation Walls that are Carried by the House: A Critique of the Poverty of 

Stimulus Thesis and a Wittgensteinian–Dennettian Alternative. Wendy Lee–Lampshire, 
Bloomsburg University. 

Dynamic Interactionism: Elaborating a Psychology of Human Possibility and Constraint. Jack 
Martin and Jeff Sugarman, Simon Fraser University. 

On Behaviorism, Theories, and Hypothetical Constructs. Jay Moore, University of Wisconsin, Milwaukee. 

Volume 19, Number 3, Summer 1998 
Classification of Psychopathology: The Nature of Language. G. Scott Acton, Northwestern University. 
Reconceptualizing Defense as a Special Type of Problematic Interpersonal Behavior Pattern: A 

Fundamental Breach by an Agent-in-a-Situation. Michael A. Westerman, New York University. 
Two Proposals Regarding the Primary Psychological Interface. Thomas Natsoulas, University of 

California, Davis. 
The Equal Environment Assumption of the Classical Twin Method: A Critical Analysis. Jay 

Joseph, California School of Professional Psychology. 

Volume 19, Number 4, Autumn 1998 
How Do I Move My Body? Fred Vollmer, University of Bergen. 
“Triumph of the Will”: Heidegger’s Nazism as Spiritual Pathology. Harry T. Hunt, Brock University. 
Field of View. Thomas Natsoulas, University of California, Davis. 

Volume 20, Number 1, Winter 1999 
Objectivity and Subjectivity in Psychological Science: Embracing and Transcending Psychology’s 

Positivist Tradition. Robert F. Bornstein, Fordham University. 
A Rediscovery of Presence. Thomas Natsoulas, University of California, Davis. 
Goedel’s Theorem and Models of the Brain: Possible Hemispheric Basis for Kant’s Psychological 

Ideas. Uri Fidelman, Technion, Israel Institute of Technology. 
Human Survival and the Self-Destruction Paradox: An Integrated Theoretical Model. Glenn D. 

Walters, Federal Correctional Institution, Schuylkill. 
William James and Gestalt Psychology. William Douglas Woody, Colorado State University. 



Volume 20, Number 2, Spring 1999 
Self-Deception in Neurological Syndromes. Israel Nachson, Bar-Ilan University. 
A Critique of the Finnish Adoptive Family Study of Schizophrenia. Jay Joseph, California School of 

Professional Psychology. 
A Commentary System for Consciousness?! Thomas Natsoulas, University of California, Davis. 
Some Contributions of Philosophy to Behavioral Sciences. Hayne W. Reese, West Virginia University. 
Beyond the Fringe: James, Gurwitsch, and the Conscious Horizon. Steven Ravett Brown, University 

of Oregon. 

Volume 20, Number 3, Summer 1999 
Consciousness and Quantum Mechanics: The Connection and Analogies. Bruce Rosenblum, 

University of California, Santa Cruz, and Fred Kuttner, Northwestern Polytechnic University. 
The Case for Intrinsic Theory: IV. An Argument from How Conscious4 Mental-Occurrence 

Instances Seem. Thomas Natsoulas, University of California, Davis.
 Theory in Psychology: A Reply to Tryon’s “Measurement Units and Theory Construction.” Altan 

Löker, Istanbul, Turkey. 
Measurement Units and Theory Construction: A Reply to Löker’s “Theory in Psychology.” 

Warren W. Tryon, Fordham University. 
A Reply to Tryon’s: “A Reply to Löker’s ‘Theory in Psychology.’” Altan Löker, Istanbul, Turkey. 
A Close and Critical Examination of How Psychopharmacotherapy Research is Conducted. 

David H. Jacobs, California Institute for Human Science. 

Volume 20, Number 4, Autumn 1999 
Virtual Objects. Thomas Natsoulas, University of California, Davis. 
Social Constructionism, Postmodernism, and the Computer Model: Searching for Human 

Agency in the Right Places. Joseph F. Rychlak, Loyola University of Chicago. 
Why Isn’t Consciousness Empirically Observable? Emotion, Self-Organization, and Nonreductive 

Physicalism. Ralph D. Ellis, Clark Atlanta University. 
Internal Representations — A Prelude for Neurosemantics. Olaf Breidbach, Friedrich Schiller University. 
A Testable Mind–Brain Theory. Ralph L. Smith, Tucson, Arizona. 

Volume 21, Numbers 1 and 2, Winter and Spring 2000 (Special Issue) 
Brain, Knowledge, and Self-Regulation by Asghar Iran-Nejad (Ed.), University of Alabama. 
Foreword. Asghar Iran-Nejad, University of Alabama. 
Introduction: The Current State of the Biofunctional Theory of Cognition. Suzanne Hidi, University 

of Toronto. 
Bartlett’s Schema Theory and Modern Accounts of Learning and Remembering. Asghar Iran-

Nejad and Adam Winsler, University of Alabama. 
Bartlett, Functionalism, and Modern Schema Theories. William F. Brewer, University of Illinois at 

Urbana–Champaign. 
Sources of Internal Self-Regulation with a Focus on Language Learning. Yasushi Kawai, Hokkaido 

University, Rebecca L. Oxford, Columbia University, and Asghar Iran-Nejad, University of Alabama. 
Response to “Sources of Internal Self-Regulation with a Focus on Language Learning.” Susan R. 

Schapiro, University at Buffalo, SUNY. 
Knowledge, Self-Regulation, and the Brain–Mind Cycle of Reflection. Asghar Iran-Nejad, University 

of Alabama. 
Keep the Solution, Broaden the Problem: Commentary on “Knowledge, Self-Regulation, and the 

Brain–Mind Cycle of Reflection.” Richard S. Prawat, Michigan State University. 
The Biofunctional Theory of Knowledge and Ecologically Informed Educational Research. 

George G. Hruby, University of Georgia. 
Rethinking the Origin of Morality and Moral Development. Stacey Alldredge, Emmanuel College, 

and W. Pitt Derryberry, Michael Crowson, and Asghar Iran-Nejad, University of Alabama. 
Models of Moral Development. Stephen J. Thoma, University of Alabama. 
A Nonlinear, GA-optimized, Fuzzy Logic System for the Evaluation of Multisource Biofunctional 

Intelligence. Abdollah Homaifar, Vijayarangan Copalan, and Lynn Dismuke, North Carolina A&T 
State University and Asghar Iran-Nejad, University of Alabama. 

Commentary on “A Nonlinear, GA-optimized, Fuzzy Logic System for the Evaluation of 
Multisource Biofunctional Intelligence.” Gerry Dozier, Auburn University. 



The Nature of Distributed Learning and Remembering. Asghar Iran-Nejad, University of Alabama 
and Abdollah Homaifar, North Carolina A&T State University. 

Commentary on “The Nature of Distributed Learning and Remembering.” Edward W. Tunstel, Jr., 
California Institute of Technology. 

The Brain Between Two Paradigms: Can Biofunctionalism Join Wisdom Intuitions to Analytic 
Science? Eleanor Rosch, University of California, Berkeley. 

Knowledge Acquisition and Education. Merlin C. Wittrock, University of California, Los Angeles. 
Issues in Self-Regulation Theory and Research. Paul R. Pintrich, University of Michigan, Ann Arbor. 
Heeding Prawat and Hruby: Toward an Articulation Between Biofunctional and Post-modern 

Theories of Human Experience. Jerry Rosiek and Asghar Iran-Nejad, University of Alabama.
 
Volume 21, Number 3, Summer 2000 (Special Issue) 
Toward a Unified Psychology: Incommensurability, Hermeneutics, and Morality by Stephen 

C. Yanchar and Brent D. Slife (Eds.), Brigham Young University. 
The Problematic of Fragmentation: A Hermeneutic Proposal. Stephen C. Yanchar and Brent D. Slife, 

Brigham Young University. 
Progress, Unity, and Three Questions about Incommensurability. Stephen C. Yanchar, Brigham 

Young University. 
Are Discourse Communities Incommensurable in a Fragmented Psychology? The Possibility of 

Disciplinary Coherence. Brent D. Slife, Brigham Young University.
On What Basis are Evaluations Possible in a Fragmented Psychology? An Alternative to Objectiv-

ism and Relativism. Kristoffer B. Kristensen, Brent D. Slife, and Stephen C. Yanchar, Brigham Young 
University.

Overcoming Fragmentation in Psychology: A Hermeneutic Approach. Frank C. Richardson, University 
of Texas at Austin.

Fragmentation, Hermeneutics, Scholarship, and Liberal Education in Psychology. Jack Martin, 
Simon Fraser University. 

Putting It All Together: Toward a Hermeneutic Unity of Psychology. Stephen C. Yanchar and Brent 
D. Slife, Brigham Young University. 

Volume 21, Number 4, Autumn 2000 
Consciousness and Conscience. Thomas Natsoulas, University of California, Davis. 
Experiences of Radical Personal Transformation in Mysticism, Religious Conversion, and 

Psychosis: A Review of the Varieties, Processes, and Consequences of the Numinous. Harry 
T. Hunt, Brock University. 

Self-Organization in the Dreaming Brain. Stanley Krippner, Saybrook Graduate School and Research 
Center, and Allan Combs, University of North Carolina at Asheville. 

Eliminativist Undercurrents in the New Wave Model of Psychoneural Reduction. Cory Wright, 
University of Mississippi. 

Causation and Corresponding Correlations. William V. Chambers, Experior Assessments. 

Volume 22, Number 1, Winter 2001 
Epistemic Unification. Mitchell R. Haney, Missouri Western State College, and Herman E. Stark, South 

Suburban College. 
Historical Origins of the Modern Mind/Body Split. Richard E. Lind, Springfield, Missouri. 
The Case for Intrinsic Theory: V. Some Arguments from James’s Varieties. Thomas Natsoulas, 

University of California, Davis. 
Right Brain Damage, Body Image, and Language: A Psychoanalytic Perspective. Catherine Morin, 

Institut National de la Santé et de la Recherche Médicale, Stéphane Thibierge, Université de Poitiers, and 
Michel Perrigot, Hôpital La Salpêtrière. 

A Spinozist Approach to the Conceptual Gap in Consciousness Studies. Frederick B. Mills, Bowie 
State University. 

Volume 22, Number 2, Spring 2001 
The Split-Brain Debate Revisited: On the Importance of Language and Self-Recognition for Right 

Hemispheric Consciousness. Alain Morin, Ste-Foy, Québec, Canada. 



The Case for Intrinsic Theory: VI. Incompatibilities Within the Stream of Consciousness. Thomas 
Natsoulas, University of California, Davis. 

Apart from Genetics: What Makes Monozygotic Twins Similar? George Mandler, University of 
California, San Diego and University College London. 

The Concept of Mental Illness: An Analysis of Four Pivotal Issues. Robert L. Woolfolk, Princeton 
University. 

Is Crime in the Genes? A Critical Review of Twin and Adoption Studies of Criminality and 
Antisocial Behavior. Jay Joseph, La Familia Counseling Service. 

Volume 22, Number 3, Summer 2001 
On the Intrinsic Nature of States of Consciousness: Attempted Inroads from the First-Person 

Perspective. Thomas Natsoulas, University of California, Davis. 
Structural Causation and Psychological Explanation. Jeffrey Hershfield, Wichita State University. 
Conceiving Simple Experiences. Michael V. Antony, University of Haifa. 
Free Will and Events in the Brain. Grant R. Gillett, Bioethics Center, University of Otago. 
Can Dynamical Systems Explain Mental Causation? Ralph D. Ellis, Clark Atlanta University. 

Volume 22, Number 4, Autumn 2001 
Metaphor and Consciousness: The Path Less Taken. Joseph Glicksohn, Bar-Ilan University. 
Complexity Theory, Quantum Mechanics and Radically Free Self Determination. Mark Stephen 

Pestana, Grand Valley State University. 
The Affiliation of Methodology with Ontology in a Scientific Psychology. Matthew P. Spackman 

and Richard N. Williams, Brigham Young University. 
The Process of Knowing: A Biocognitive Epistemology. Mario E. Martinez, Institute of Biocognitive Psychology. 
The Concrete State: The Basic Components of James’s Stream of Consciousness. Thomas Natsoulas, 

University of California, Davis. 
The Concrete State Continued. Thomas Natsoulas, University of California, Davis. 

Volume 23, Numbers 1 and 2, Winter and Spring 2002 (Special Issue) 
Choice and Chance in the Formation of Society: Behavior and Cognition in Social Theory by 

Robert E. Lana, Temple University. 
Chapter One: Setting the Problems. 
Chapter Two: The Behavior Analytic Approach to Language and Thought. 
Chapter Three: The Cognitive Approach to Language and Thought. 
Chapter Four: Current Language Theories. 
Chapter Five: Behavior, Cognition, and Society. 
Chapter Six: Attitude. 
Chapter Seven: Deconstruction and Psychology. 
Chapter Eight: The Behavior–Cognition Dichotomy. 

Volume 23, Number 3, Summer 2002 
Intertheoretic Identification and Mind–Brain Reductionism. Mark Crooks, Michigan State University. 
Don’t Go There: Reply to Crooks. Larry Hauser, Alma College. 
Identism Without Objective Qualia: Commentary on Crooks. James W. Kalat, North Carolina 

State University. 
The Compatibility of Direct Realism with the Scientific Account of Perception; Comment on 

Mark Crooks. J.J.C. Smart, Monash University. 
Comment on Crooks’s “Intertheoretic Identification and Mind–Brain Reductionism.” John 

Smythies, University of California, San Diego and Institute of Neurology, Queen Square, London. 
Four Rejoinders: A Dialogue in Continuation. Mark Crooks, Michigan State University. 
Understanding Physical Realization (and what it does not entail). Robert Francescotti, San Diego 

State University. 
The Experiential Presence of Objects to Perceptual Consciousness: Wilfrid Sellars, Sense 

Impressions, and Perceptual Takings. Thomas Natsoulas, University of California, Davis. 



Volume 23, Number 4, Autumn 2002 
Missing the Experiential Presence of Environmental Objects: A Construal of Immediate Sensible 

Representations as Conceptual. Thomas Natsoulas, University of California, Davis. 
Nature’s Psychogenic Forces: Localized Quantum Consciousness. L. Frederick Zaman III, Neural 

Engineering Research & Development, Hill Air Force Base. 
Perceptual Experience and Its Contents. Josefa Toribio, Indiana University. 
How To Do Things With Emotions. Matthew P. Spackman, Brigham Young University. 

Volume 24, Number 1, Winter 2003 
The Case for Intrinsic Theory: VII. An Equivocal Remembrance Theory. Thomas Natsoulas, 

University of California, Davis. 
Broken Brains or Flawed Studies? A Critical Review of ADHD Neuroimaging Research. Jonathan 

Leo, Western University of Health Sciences, and David Cohen, Florida International University. 
Instructionism is Impossible Due to the Second Law of Thermodynamics. Halvor Naess, Haukeland 

University Hospital. 
Genetic Explanation in Psychology. Marko Barendregt, Vrije Universiteit, Amsterdam. 
Human Consciouness: A Systems Approach to the Mind/Brain Interaction. Martin L. Lonky, The 

Trylon Corporation. 

Volume 24, Number 2, Spring 2003 
Altered States and the Study of Consciousness — The Case of Ayahuasca. Benny Shanon, The 

Hebrew University. 
Schema, Language, and Two Problems of Content. Deborah K. Heikes, University of Alabama, Huntsville. 
Intrinsic Theory and the Content of Inner Awareness. Uriah Kriegel, Brown University. 
Agent Causation, Functional Explanation, and Epiphenomenal Engines: Can Conscious Mental 

Events Be Causally Efficacious? Stuart Silvers, Clemson University. 
What Is This Autonoetic Consciousness? Thomas Natsoulas, University of California, Davis.
 
Volume 24, Numbers 3 and 4, Summer and Autumn 2003 
The Bystander Effect and the Passive Confederate: On the Interaction Between Theory and 

Method. Joseph W. Critelli and Kathy W. Keith, University of North Texas. 
“Viewing the World in Perspective, Noticing the Perspectives of Things”: James J. Gibson’s 

Concept. Thomas Natsoulas, University of California, Davis. 
The Case for Intrinsic Theory: VIII. The Experiential in Acquiring Knowledge Firsthand of 

One’s Experiences. Thomas Natsoulas, University of California, Davis. 
Integrating Indexicals in Simian Semiotics: Symbolic Development and Culture. Seth Surgan, 

Clark University and Eastern Connecticut State University, and Simone de Lima, Clark University 
and Universidade de Brasilia. 

Special Section 
A Logico-mathematic, Structural Methodology: Part I, The Analysis and Validation of Sub-literal 

(S
ub

L
it
) Language and Cognition. Robert E. Haskell, University of New England. 

A Logico-mathematic, Structural Methodology: Part II, Experimental Design and Epistemological 
Issues. Robert E. Haskell, University of New England. 

Volume 25, Number 1, Winter 2004 
An Indirect Defense of Direct Realism. Ryan Hickerson, University of California, San Diego. 
The Case for Intrinsic Theory: IX. Further Discussion of an Equivocal Remembrance Account. 

Thomas Natsoulas, University of California, Davis. 
Consciousness was a “Trouble-Maker”: On the General Maladaptiveness of Unsupported Mental 

Representation. Jesse M. Bering, University of Arkansas. 
Biological Motion: An Exercise in Bottom–Up vs. Top–Down Processing. Basileios Kroustallis, 

University of Crete. 

Volume 25, Number 2, Spring 2004 
On the Reclamation of a Certain Swampman. Mazen Maurice Guirguis, Kwantlen University College. 
The Case for Intrinsic Theory: X. A Phenomenologist’s Account of Inner Awareness. Thomas 

Natsoulas, University of California, Davis. 



Why Psychology Hasn’t Kept Its Promises. Henry D. Schlinger, California State University, Northridge 
and University of California, Los Angeles. 

Unconscious Cognition and Behaviorism. Philip N. Chase, West Virginia University, and Anne C. 
Watson, Illinois Wesleyan University. 

An Update on ADHD Neuroimaging Research. David Cohen, Florida International University, and 
Jonathan Leo, Lake Erie College of Osteopathic Medicine Bradenton. 

Volume 25, Number 3, Summer 2004 
Two Paradigms for Clinical Science. William L. Hathaway, Regent University. 
The Case for Intrinsic Theory: XI. A Disagreement Regarding the Kind of Feature Inner Awareness Is. 

Thomas Natsoulas, University of California, Davis. 
Biological Markers: Search for Villains in Psychiatry. Lawrence Greenman, Hudson Valley Health 

Care System. 
The Mind’s Direction of Time. Eliaz Segal, Temple University. 
Extending the Medium Hypothesis: The Dennett–Mangan Controversy and Beyond. Karl F. 

MacDorman, Osaka University. 

Volume 25, Number 4, Autumn 2004 
The Emperor is Naked Again: Comments on Schlinger’s Assessment of Psychological Theory. 

Robert E. Lana, Temple University. 
How Psychology Can Keep Its Promises: A Response to Lana. Henry D. Schlinger, California State 

University, Northridge and Los Angeles and University of California, Los Angeles. 
A Logico-Mathematic, Structural Methodology: Part III, Theoretical, Evidential, and Corroborative 

Bases of a New Cognitive Unconscious for Sub-literal (S
ub

L
it
) Cognition and Language. Robert E. 

Haskell, University of New England. 
“To See Things Is To Perceive What They Afford”: James J. Gibson’s Concept of Affordance. 

Thomas Natsoulas, University of California, Davis. 
Naturalized Perception Without Information. John Dilworth, Western Michigan University. 

Volume 26, Numbers 1 and 2, Winter and Spring 2005 
Brain-Inspired Conscious Computing Architecture. Wlodzislaw Duch, Nanyang University of Technology 

and Nicolaus Copernicus University. 
Visual Search and Quantum Mechanics: A Neuropsychological Basis of Kant’s Creative Imagina-

tion. Uri Fidelman, Technion, Israel Institute of Technology. 
Selectivity, Integration, and the Psycho-Neuro-Biological Continuum. Robert Arp, Saint Louis University. 
Some Historical and Conceptual Background to the Development of B.F. Skinner’s “Radical 

Behaviorism” — Part 1. J. Moore, University of Wisconsin, Milwaukee. 
Some Historical and Conceptual Background to the Development of B.F. Skinner’s “Radical 

Behaviorism” — Part 2. J. Moore, University of Wisconsin, Milwaukee. 

Volume 26, Number 3, Summer 2005 
Some Historical and Conceptual Background to the Development of B.F. Skinner’s “Radical 

Behaviorism” — Part 3. J. Moore, University of Wisconsin, Milwaukee. 
The Placebo Effect and Its Implications. Dawson Hedges and Colin Burchfield, Brigham Young University. 
Acategoriality as Mental Instability. Harald Atmanspacher and Wolfgang Fach, Institute for Frontier 

Areas of Psychology and Mental Health. 

Volume 26, Number 4, Autumn 2005 
Is What Is Done Done? On Regret and Remorse. Jeanne Peijnenburg, University of Groningen. 
Against Basic Emotions, and Toward a Comprehensive Theory. Marc A. Cohen, Washington, DC. 
The Unity of Consciousness: An Enactivist Approach. Ralph D. Ellis, Clark Atlanta University and 

Natika Newton, Nassau Community College.
On the Intrinsic Nature of States of Consciousness: A Thesis of Neutral Monism Considered. 

Thomas Natsoulas, University of California, Davis. 



Volume 27, Number 1, Winter 2006 
Intrinsic Awareness in Sartre. Frederick B. Mills, Bowie State University. 
Human Consciousness: A Revised View of Awareness and Attention. Martin L. Lonky, The 

Trylon Corporation. 
The Only Objective Evidence for Consciousness. Fred Kuttner and Bruce Rosenblum, University of 

California, Santa Cruz. 
Content Individuation in Marr’s Theory of Vision. Basileios Kroustallis, Hellenic Open University. 
Genetic Relatedness and the Lifetime Risk for Being Diagnosed with Schizophrenia: Gottesman’s 

1991 Figure 10 Reconsidered. Jay Joseph, La Familia Counseling Service, and Jonathan Leo, Lincoln 
Memorial University.

 
Volume 27, Number 2, Spring 2006 
Association Mechanisms and the Intentionality of the Mental. Mark Stephen Pestana, Grand Valley 

State University. 
On the Temporal Continuity of Human Consciousness: Is James’s Firsthand Description, After 

All, “Inept”? Thomas Natsoulas, University of California, Davis. 
The Structure of Scientific Knowledge and a Fractal Model of Thought. Jean-Pierre Courtial, 

Université de Nantes, and Rafael Bailón–Moreno, Universidad de Granada. 
Kuttner and Rosenblum Failed to “Objectify” Consciousness. Larry Vandervert, American 

Nonlinear Systems. 
A Response to Vandervert’s Critique. Fred Kuttner and Bruce Rosenblum, University of California, Santa Cruz. 

Volume 27, Numbers 3 and 4, Summer and Autumn 2006 
The Case for Intrinsic Theory: XII. Inner Awareness Conceived of as a Modal Character of 

Conscious Experiences. Thomas Natsoulas, University of California, Davis. 
Of Bits and Logic: Cortical Columns in Learning and Memory. Robert A. Moss, Center for 

Emotional Restructuring. 
The Frontal Feedback Model of the Evolution of the Human Mind: Part 1, The “Pre”-human 

Brain and the Perception–Action Cycle. Raymond A. Noack, Seattle, Washington. 
The Practical Dangers of Middle-Level Theorizing in Personality Research. Salvatore R. Maddi, 

University of California, Irvine. 
Body Image in Neurology and Psychoanalysis: History and New Developments. Catherine Morin, 

Institut National de la Santé et de la Recherche Médicale and Université Pierre et Marie Curie–Paris 6, 
and Stéphane Thibierge, Université de Poitiers. 

The Case for Intrinsic Theory: XIII. The Role of the Qualitative in a Modal Account of Inner 
Awareness. Thomas Natsoulas, University of California, Davis. 

Volume 28, Number 1, Winter 2007 
The Psychology of the Placebo Effect: Exploring Meaning from a Functional Account. Rainer 

Schneider, University Hospital Freiburg. 
Time, Form and the Limits of Qualia. Stephen E. Robbins, Metavante Corporation. 
Introspecting Brain. Mark Crooks, Michigan State University. 
Theory-Neutral “Explanations”: A Final Note on Kuttner and Rosenblum’s Approach to Science. 

Larry Vandervert, American Nonlinear Systems. 
Response to Vandervert’s “Final Note.” Fred Kuttner and Bruce Rosenblum, University of California, 

Santa Cruz. 

Volume 28, Number 2, Spring 2007 
Mental Action and Causalism. Jing Zhu, Sun Yat-sen University. 
The Unity of Emotion: An Unlikely Aristotelian Solution. Maria Magoula Adamos, Georgia 

Southern University. 
Pavlov and the Equivalence of Associability in Classical Conditioning. S.R. Coleman, Cleveland 

State University. 
Conscious Perceptual Experience as Representational Self-Prompting. John Dilworth, Western 

Michigan University. 
An Evaluation of the DSM Concept of Mental Disorder. Guy A. Boysen, SUNY Fredonia. 



Volume 28, Numbers 3 and 4, Summer and Autumn 2007 
Why History Matters: Associations and Causal Judgment in Hume and Cognitive Science. Mark 

Collier, University of Minnesota, Morris. 
The Phenomenology of Freedom. Tomis Kapitan, Northern Illinois University. 
Process, Quantum Coherence, and the Stream of Consciousness. Keith A. Choquette, Brockton, 

Massachusetts. 
The Frontal Feedback Model of the Evolution of the Human Mind: Part 2, The Human Brain 

and the Frontal Feedback System. Raymond A. Noack, Seattle, Washington. 
The Knobe Effect: A Brief Overview. Adam Feltz, Florida State University. 
An Improved Reply to the Argument from Categorization. Dennis Earl, Coastal Carolina University. 
Time, Thought, and Consciousness. Joseph Glicksohn and Sharon Lipperman–Kreda, Bar-Ilan University. 

Volume 29, Numbers 1 and 2, Winter and Spring 2008 (Special Issue) 
Evolutionary Biology and the Central Problems of Cognitive Science by David Livingstone 

Smith, University of New England. 
The Central Problem of Cognitive Science: The Rationalist–Empiricist Divide. Henry Plotkin, 

University College London. 
The Concept of Innateness and the Destiny of Evolutionary Psychology. Pierre Poirier, Luc Faucher, 

University of Quebec at Montreal, and Jean Lachapelle, Champlain College. 
Naming and Normativity. Osamu Kiritani, Kyushu University. 
Content and Action: The Guidance Theory of Representation. Michael L. Anderson, Franklin & 

Marshall College and University of Maryland, College Park, and Gregg Rosenberg, University of Georgia. 
Continuous Sticktogetherations and Somethingelsifications: How Evolutionary Biology Rewrote 

the Story of Mind. Robin L. Zebrowski, University of Oregon. 
The Normativity Problem: Evolution and Naturalized Semantics. Mason Cash, University of 

Central Florida. 
Using the World to Understand the Mind: Evolutionary Foundations for Ecological Psychology. 

Alan C. Clune, Sam Houston State University.
New Physical Foundations for Cognitive Science. Stephen W. Kercel, University of New England. 
The Evolution of a Cognitive Architecture for Emotional Learning from a Modulon Structured 

Genome. Stevo Bozinovski and Liljana Bozinovska, South Carolina State University. 

Volume 29, Number 3, Summer 2008 
The Nature and Purpose of Belief. Jonathan Leicester, The Royal Prince Alfred Hospital. 
Neurophysics of the Flow of Time. Ronald Gruber, Stanford University.
Characteristics of Consciousness in Collapse-Type Quantum Mind Theories. Imants Baruš, King’s 

University College at The University of Western Ontario. 
Why Private Events are Associative: Automatic Chaining and Associationism. Robert Epstein, 

University of California San Diego. 
Proper Names and Local Information. Osamu Kiritani, Kyushu University. 
Book Review: Quantum Enigma: Physics Encounters Consciousness by Bruce Rosenblum and Fred 

Kuttner. Reviewed by Judith L. Glick–Smith, California Institute of Integral Studies. 

Volume 29, Number 4, Autumn 2008 
The Two-Stage Model of Emotion and the Interpretive Structure of the Mind. Marc A. Cohen, 

Seattle University. 
Notes on the Unconscious. Fred Vollmer, University of Bergen. 
A Reanalysis of Relational Disorders Using Wakefield’s Theory of Harmful Dysfunction. Guy A. 

Boysen, SUNY Fredonia. 
Critical Notice: The Bounds of Cognition by Frederick Adams and Kenneth Aizawa. Reviewed by 

Justin C. Fisher, Southern Methodist University. 
Book Review: Irreducible Mind: Toward a Psychology for the 21st Century by Edward F. Kelly, Emily 

Williams Kelly, Adam Crabtree, Alan Gauld, Michael Grosso, and Bruce Greyson. Reviewed 
by Andreas Sommer, University College London. 

Book Review: The Self-Evolving Cosmos: A Phenomenological Approach to Nature’s Unity-in-Diversity by 
Steven M. Rosen. Reviewed by Walter Glickman, Long Island University. 



Volume 30, Numbers 1 and 2, Winter and Spring 2009 
Quantum Science and the Nature of Mind. Petr Bob, Charles University. 
The Appearance of the Child Prodigy 10,000 Years Ago: An Evolutionary and Developmental 

Explanation. Larry R. Vandervert, American Nonlinear Systems. 
The Access Paradox in Analogical Reasoning and Transfer: Whither Invariance? Robert E. Haskell, 

University of New England. 
Critical Notice: Mind in Life: Biology, Phenomenology, and the Sciences of Mind by Evan Thompson. 

Reviewed by Dorothée Legrand, Centre de Recherche en Epistemologie Appliquee, Paris.
Critical Notice: Consciousness and its Place in Nature: Does Physicalism Entail Panpsychism? by Galen 

Strawson [Anthony Freeman, EditorJ. Reviewed by Christian Onof, Birkbeck College, London. 
Book Review: Honest Horses — Wild Horses in the Great Basin by Paula Morin. Reviewed by Nat T. 

Messer IV, University of Missouri. 
Book Review: Eat Me: The Food and Philosophy of Kenny Shopsin by Kenny Shopsin and Carolynn 

Carreño. Reviewed by Steven E. Connelly, Indiana State University. 

Volume 30, Number 3, Summer 2009 (Special Issue) 
The Modern Legacy of William James’s A Pluralistic Universe by Brent D. Slife, Brigham 

Young University, and Dennis C. Wendt, University of Michigan. 
Editors’ Introduction: The Modern Legacy of William James’s A Pluralistic Universe. Brent D. Slife, 

Brigham Young University, and Dennis C. Wendt, University of Michigan. 
A Pluralistic Universe: An Overview and Implications for Psychology. William Douglas Woody, 

University of Northern Colorado, and Wayne Viney, Colorado State University. 
Visions and Values: Ethical Reflections in a Jamesian Key. David E. Leary, University of Richmond. 
Pluralism: An Antidote for Fanaticism, the Delusion of Our Age. George S. Howard and Cody D. 

Christopherson, University of Notre Dame. 
Science, Psychology, and Religion: An Invitation to Jamesian Pluralism. Edwin E. Gantt and Brent 

S. Melling, Brigham Young University.
William James and Methodological Pluralism: Bridging the Qualitative and Quantitative Divide. 

Bradford J. Wiggins, University of Tennessee, Knoxville. 
Recent Calls for Jamesian Pluralism in the Natural and Social Sciences: Will Psychology Heed 

the Call? Dennis C. Wendt, University of Michigan, and Brent D. Slife, Brigham Young University. 

Volume 30, Number 4, Autumn 2009 
The Layering of the Psyche: Philosophy, Psychiatry, and Difference. Grant Gillett, University of Otago. 
On the Methodology of Physics: Cognizing Physical Phenomena and the Genesis and Termination 

of Time. Uri Fidelman, Technion, Israel Institute of Technology. 
Distributed Mental Models: Mental Models in Distributed Cognitive Systems. Adrian P. Banks and 

Lynne J. Millward, University of Surrey. 
Consciousness and Self-Regulation. Frederic Peters, Armidale, Australia. 
Guidance, Selection, and Representation: Response to Anderson and Rosenberg. Tom Roberts, 

University of Edinburgh. 
Affordances and Intentionality: Reply to Roberts. Michael L. Anderson and Anthony Chemero, 

Franklin & Marshall College. 
Critical Notice: Supersizing the Mind: Embodiment, Action, and Cognitive Extension by Andy Clark. 

Reviewed by Robert D. Rupert, University of Colorado, Boulder. 
Book Review: The Case Against Adolescence: Rediscovering the Adult in Every Teen by Robert Epstein. 

Reviewed by Hans A. Skott–Myhre, Brock University. 
Book Review: Cambridge Handbook of Computational Psychology by Ron Sun [EditorJ. Reviewed by 

Robert L. West, Carleton University. 

Volume 31, Numbers 1 and 2, Winter and Spring 2010 
Randomized Controlled Trials of Antidepressants: Clinically and Scientifically Irrelevant. David 

Cohen, Florida International University, and David H. Jacobs, Pyrysys Psychology Group. 
The Make-Believe World of Antidepressant Randomized Controlled Trials — An Afterword to 

Cohen and Jacobs (2010). David H. Jacobs, Pyrysys Psychology Group, and David Cohen, Florida 
International University. 

The Boundaries Still Stand: A Reply to Fisher. Kenneth Aizawa, Centenary College of Louisiana. 



Nothing but Neurons? Examining the Ontological Dimension of Schizophrenia in the Case of 
Auditory Hallucinations. Mike Lüdmann, University of Duisburg–Essen. 

Methodological and Moral Muddles in Evolutionary Psychology. Stuart Silvers, Clemson University. 
Normal Narcissism and Its Pleasures. Richard T. McClelland, Gonzaga University. 
Critical Notice: Radical Embodied Cognitive Science by Anthony Chemero. Reviewed by Rick Dale, 

The University of Memphis. 
Book Review: The Case for Qualia by Edmond Wright [EditorJ. Reviewed by Stephen E. Robbins, 

Fidelity National Information Services. 

Volume 31, Numbers 3 and 4, Summer and Autumn 2010 
The Problematic Coherency of Lucid Dreaming. Lauren Lawrence, The New York Daily News. 
Interpreting the “Biologization” of Psychology. Brent D. Slife, Brigham Young University, Colin 

Burchfield, United States Air Force, and Dawson Hedges, Brigham Young University. 
Genetically Based Animal Models of Attention Deficit Hyperactivity Disorder. Patricia Murphy, 

Black Hills State University. 
The Pleasures of Revenge. Richard T. McClelland, Gonzaga University. 
Out of the Cave: Understanding Rationality. Deborah Heikes, University of Alabama, Huntsville. 
Critical Notice: Cognitive Systems and the Extended Mind by Robert D. Rupert. Reviewed by Colin 

Klein, University of Illinois at Chicago. 
Book Review: Doctors of Deception: What They Don’t Want You to Know about Shock Treatment by 

Linda Andre. Reviewed by David Cohen, Florida International University. 
Book Review: The Spiritual Anatomy of Emotion by Michael A. Jawer and Marc S. Micozzi. Reviewed 

by Ronald P. Gruber, Stanford University. 

Volume 32, Number 1, Winter 2011 
Function and Modality. Osamu Kiritani, Osaka University. 
A Naturalistic View of Human Dignity. Richard T. McClelland, Gonzaga University. 
From Trance to Transcendence: A Neurocognitive Approach. Joseph Glicksohn and Aviva Berkovich 

Ohana, Bar-Ilan University. 
Is the DSM’s Formulation of Mental Disorder a Technical–Scientific Term? David H. Jacobs, 

Pyrysys Psychology Group. 
Book Review: The New Science of the Mind: From Extended Mind to Embodied Phenomenology by Mark 

Rowlands. Reviewed by Michael Madary, Universität Mainz. 

Volume 32, Number 2, Spring 2011 
Function, Modality, Mental Content: A Response to Kiritani. Bence Nanay, University of Antwerp 

and Cambridge University. 
Modality and Function: Reply to Nanay. Osamu Kiritani, Osaka University. 
Semantikos: Understanding and Cognitive Meaning. Part 1: Two Epistemologies. Mark Crooks, 

Michigan State University. 
Scientific Knowledge-Building and Healing Processes. Jean-Pierre Courtial, University of Nantes. 
Attention and Working Memory in Mindfulness–Meditation Practices. Heather Buttle, Massey University. 
Evolutionary Theories of Schizophrenia: An Experience-Centered Review. James McClenon, 

Virginia Beach Psychiatric Center. 
Book Review: The Spiritual Anatomy of Emotion by Michael A. Jawer with Marc S. Micozzi. Reviewed 

by Joseph Glicksohn, Bar-Ilan University. 
Book Review: Lab Coats in Hollywood: Science, Scientists, and Cinema by David A. Kirby. Reviewed 

by Jeff Schmerker, Missoula, Montana. 
Book Review: The Last Boy: Mickey Mantle and the End of America’s Childhood by Jane Leavy. 

Reviewed by Steven E. Connelly, Indiana State University. 

Volume 32, Number 3, Summer 2011 
Cornering “Free Will.” Jasper Doomen, Leiden University. 
Qualia from the Point of View of Language. Luca Berta, Venice, Italy. 
A Human Genetics Parable. Jay Joseph, Private Practice, Oakland, California. 



Are Religious Experiences Really Localized Within the Brain? The Promise, Challenges, and 
Prospects of Neurotheology. Paul F. Cunningham, Rivier College. 

Consciousness: Sentient and Rational. Mark Crooks, Michigan State University. 

Volume 32, Number 4, Autumn 2011 
Evolutionary Developmental Biology, the Human Life Course, and Transpersonal Experience. 

Edward Dale, Stockton Hall Psychiatric Hospital. 
Revision of the DSM and Conceptual Expansion of Mental Illness: An Exploratory Analysis of 

Diagnostic Criteria. Guy A. Boysen, SUNY Fredonia. 
The Evolution of Language: The Cerebro-Cerebellar Blending of Visual-Spatial Working Memory 

with Vocalizations. Larry Vandervert, American Nonlinear Systems. 
A Bibliometric Index for Selection Processes. Fernando Gordillo, Camilo José Cela University, José 

M. Arana, University of Salamanca, and Lilia Mestas, National Autonomous University of Mexico.
On the Ontological Status of Some Cosmological and Physical Theories. Uri Fidelman, Technion, 

Israel Institute of Technology. 
Book Review: Perception, Action, and Consciousness: Sensorimotor Dynamics and Two Visual Systems 

by Nivedita Gangopadhyay, Michael Madary, and Finn Spicer [EditorsJ. Reviewed by Mirko 
Farina, ARC Centre of Excellence in Cognition and its Disorders, Macquarie University. 

Volume 33, Numbers 1 and 2, Winter and Spring 2012 
Toward an Existential and Transpersonal Understanding of Christianity: Commonalities Between 

Phenomenologies of Consciousness, Psychologies of Mysticism, and Early Gospel Accounts, 
and Their Significance for the Nature of Religion. Harry T. Hunt, Brock University. 

Computers, Persons, and the Chinese Room. Part 1: The Human Computer. Ricardo Restrepo, 
Instituto de Altos Estudios Nacionales. 

An Evolutionary Perspective on Happiness and Mental Health. Bjørn Grinde, Norwegian Institute 
of Public Health. 

Meditation on a Mousetrap: On Consciousness and Cognition, Evolution, and Time. Stephen E. 
Robbins, Fidelity Information Services. 

Teleology and the Meaning of Life. Osamu Kiritani, New England Institute for Cognitive Science and 
Evolutionary Studies. 

Consistent Nihilism. Jasper Doomen, Leiden University. 
Book Review: Islam and Science: The Intellectual Career of Nizām al-Dīn al-Nīsābūrī by Robert G. 

Morrison. Reviewed by John Walbridge, Indiana University. 

Volume 33, Numbers 3 and 4, Summer and Autumn 2012 
Computers, Persons, and the Chinese Room. Part 2: The Man Who Understood. Ricardo Restrepo, 

Instituto de Altos Estudios Nacionales. 
A Theory of Hemispheric Specialization Based on Cortical Columns. Robert A. Moss, Bon Secours St. 

Francis Hospital, Ben P. Hunter, Dhara Shah, and T.L. Havens, Forest Institute of Professional Psychology. 
Dreaming: Physiological Sources, Biological Functions, Psychological Implications. Matthew 

Merced, The George Washington University and Independent Practice, Washington D.C.
Counterfactuals, Belief, and Inquiry by Thought Experiment. Jonathan Leicester, The Royal Prince 

Alfred Hospital. 
Déjà Vu Explained? A Qualitative Perspective. Luke Strongman, Open Polytechnic of New Zealand. 
The Equilibration of the Self and the Sense of Sublation: Spirituality in Thought, Music, and 

Meditation. Ed Dale, Stockton Hall Psychiatric Hospital. 
Book Review: The Spiritual Gift of Madness: The Failure of Psychiatry and the Rise of the Mad Pride 

Movement by Seth Farber. Reviewed by Richard Gosden, Bingie, NSW Australia.

Volume 34, Number 1, Winter 2013
The Use of the Classical Twin Method in the Social and Behavioral Sciences: The Fallacy Continues. 

Jay Joseph, Private Practice, Oakland, California.
Explaining Consciousness: A (Very) Different Approach to the “Hard Problem.” Paul F. Cunningham, 

Rivier University.
Psychotherapy and the Brain: The Dimensional Systems Model and Clinical Biopsychology. 

Robert A. Moss, Bon Secours St. Francis Hospital.



The Flow of Time as a Perceptual Illusion. Ronald P. Gruber, Stanford University Medical Center, and 
Richard A. Block, Montana State University.

Book Review: Clinical Psychology: An Introduction by Alan Carr. Reviewed by Geoffrey L. Thorpe, 
University of Maine.

Volume 34, Number 2, Spring 2013
Deep Naturalism: Patterns in Art and Mind. Liz Stillwaggon Swan, Mercyhurst University.
Aristotle and Modern Cognitive Psychology and Neuroscience: An Analysis of Similarities and 

Differences. James M. Stedman, University of Texas Health Science Center San Antonio.
Mentalism as a Radical Behaviorist Views It — Part 1. J. Moore, University of Wisconsin –Milwaukee.
The Locus of Stimuli Meaning in the Influence of Attention on Movement: Meaning-Dependent 

Response Activation Model. J.L. Vilchez, Universidad Internacional de La Rioja.
Problematizing Tye’s Intentionalism: The Content of Bodily Sensations, Emotions, and Moods. 

Juan J. Colomina, The University of Texas at Austin.
Book Review: On Orbit and Beyond: Psychological Perspectives on Human Spaceflight by Douglas A. 

Vakoch (Editor). Reviewed by George Michael, Westfield State University.

Volume 34, Numbers 3 and 4, Summer and Autumn 2013
Mentalism as a Radical Behaviorist Views It — Part 2. J. Moore, University of Wisconsin –Milwaukee.
The Neurobiology of Transference. Aslihan Sayin, Gazi University, Ankara, Turkey, and Mehmet Emin 

Ceylan, Üsküdar University, Istanbul, Turkey.
Psi and the Problem of Consciousness. George Williams, Federal Communications Commission–Washington DC.
Critical Notice: Butterfly in the Typewriter: The Tragic Life of John Kennedy Toole and the Remarkable 

Story of A Confederacy of Dunces by Cory MacLauchlin. Reviewed by Leslie Marsh, University 
of British Columbia.

Critical Notice: How Things Shape the Mind: A Theory of Material Engagement by Lambros Malafouris. 
Reviewed by Duilio Garofoli, Eberhard Karls Universität Tübingen and Senckenberg Re-
search Institute. 

Volume 35, Numbers 1 and 2, Winter and Spring 2014
Feeling. Jason Brown, New York City. 
ADHD as Emergent Institutional Exploitation. Lincoln Stoller, Mind Strength Balance, Inc.
Experimental Methods for Unraveling the Mind–Body Problem: The Phenomenal Judgment 

Approach. Victor Yu. Argonov, Pacific Oceanological Institute of the Russian Academy of Sciences
Critical Notice: Radicalizing Enactivism: Basic Minds without Content by Daniel D. Hutto and Erik 

Myin. Reviewed by Tom Froese, National Autonomous University of Mexico. 
Critical Notice: What to Believe Now: Applying Epistemology to Contemporary Issues by David Coady. 

Reviewed by Andrew Alexandra, University of Melbourne. 
Book Review: Transference and Countertransference Today by Robert Oelsner (Editor). Reviewed by 

William Fried, Private Practice, New York City.
Book Review: Schéma Corporel, Image du Corps, Image Spéculaire. Neurologie et Psychanalyse [Body 

Schema, Body Image, Specular Image. Neurology and Psychoanalysis] by Catherine Morin. Reviewed 
by Dorothée Legrand, CNRS, Ecole Normale Supérieure.

Volume 35, Number 3, Summer 2014
Knowing How it Feels: On the Relevance of Epistemic Access for the Explanation of Phenomenal 

Consciousness. Itay Shani, Kyung Hee University.
Development of the Self in Society: French Postwar Thought on Body, Meaning, and Social 

Behavior. Line Joranger, Telemark University College.
Expressivism, Self-Knowledge, and Describing One’s Experiences. Tero Vaaja, University of Jyväskylä.
“Feeling what Happens”: Full Correspondence and the Placebo Effect. André LeBlanc, John Abbott 

College and Concordia University.
Book Review: The Peripheral Mind: Philosophy of Mind and the Peripheral Nervous System by István 

Aranyosi. Reviewed by Michael Madary, Universität Mainz.



Volume 35, Number 4, Autumn 2014
Conscious States of Dreaming. Luke Strongman, Open Polytechnic of New Zealand.
Higher-Order Thoughts and the Unity of Consciousness. Lowell Friesen, Booth University College.
Expansion of the Concept of Mental Disorder in the DSM–5. Guy A. Boysen and Ashley Ebersole, 

McKendree University.
Intentionality and the Aristotelian–Thomistic View of Concepts. Thomas L. Spalding,  University of 

Alberta, James M. Stedman, University of Texas Health Science Center San Antonio, Curtis Hancock, 
Rockhurst University, and Christina L. Gagné, University of Alberta.

Book Review: Conservatism and Pragmatism in Law, Politics, and Ethics by Seth Vannatta. Reviewed 
by Luke Philip Plotica, Virginia Polytechnic Institute and State University.

Volume 36, Numbers 1 and 2, Winter and Spring 2015
A Radical Embodied Approach to Lower Palaeolithic Spear-making. Duilio Garofoli, Eberhard Karls 

Universität Tübingen.
Is That Me? Sense of Agency as a Function of Intra-psychic Conflict. Travis A. Riddle, Columbia 

University, Howard J. Rosen, Columbia University, and Ezequiel Morsella, San Francisco State University 
and University of California, San Francisco

Forms of Momentum Across Time: Behavioral and Psychological. Timothy L. Hubbard, Fort Worth, Texas.
Singular Thought: The Division of Explanatory Labor. Andrei Moldovan, University of Salamanca. 
Critical Notice: Waking, Dreaming, Being: Self and Consciousness in Neuroscience, Meditation, and 

Philosophy by Evan Thompson. Reviewed by Michel Bitbol, CNRS/Ecole Normale Supérieure 
(Archives Husserl), Paris.

Critical Notice: Wittgenstein and Natural Religion by Gordon Graham. Reviewed by Richard Eldridge, 
Swarthmore College.

Volume 36, Numbers 3 and 4, Summer and Autumn 2015
Detecting Animal Deception. Shane D. Courtland, University of Minnesota, Duluth. 
Race and the Copernican Turn. Deborah K. Heikes, University of Alabama in Huntsville.
HOT, Conscious Unity, and the Structure of Events: Extending Friesen’s Critique. Stephen E. 

Robbins, Fidelity Information Services.  
Critical Notice: The Neuroscience of Freedom and Creativity: Our Predictive Brain by Joaquín M. Fuster. 

Reviewed by Valerie Gray Hardcastle, University of Cincinnati.
Book Review: Psychology Gone Astray: A Selection of Racist and Sexist Literature from Early Psychological 

Research, by Charles I. Abramson and Caleb W. Lack (Editors). Reviewed by Brady J. Phelps, 
South Dakota State University.

Book Review: Propriety and Prosperity: New Studies on the Philosophy of Adam Smith by David F. 
Hardwick and Leslie Marsh (Editors). Reviewed by Maria Pia Paganelli, Trinity University.

Book Review: The Feeling Body: Affective Science Meets the Enactive Mind by Giovanna Colombetti. 
Reviewed by Patrick Seniuk, Södertörn University, Stockholm.
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Detecting Animal Deception

Shane D. Courtland

University of Minnesota, Duluth

By witnessing displays of deception, experimenters may be able to determine whether 
contemporary (alive today) non-human animals possess a theory of mind. Higher-order 
deception, in particular, requires the deceiver to be capable of second-order intentionality. 
The purpose of this essay is to demonstrate the inherent difficulty in scientifically 
determining whether animals employ higher-order deception. After examining such 
difficulties, I provide an explication of higher-order deception as “cause–causation with 
a mental state.” This explication will allow us to better determine whether animals are 
capable of employing such deceit.

Keywords: deception, theory of mind, animal cognition 

	 The use of deception seems to have played a significant role in the evolution 
of the mind. The animal that is better able to deceive those in his social group 
may also be better able to reproduce and gain resources. Thus, the smart 
individuals that detect the deceit (and perhaps employ counter-deception) will 
gain a competitive advantage. These individuals will be able to end their former 
exploitation, thereby furthering their own genetic success, perhaps through 
deceptive acts of their own. This struggle between deception, detection, and 
counter-deception may have engendered a “cognitive arms race,” in which a powerful 
trait for genetic success is to be slightly more intelligent than the conspecifics 
that share your lot (Tomasello and Call, 1997). 
	 I do not doubt that the ability to deceive (and to detect deception) would 
engendered such an “arms race.” What is suspect, however, is the extent to which 
contemporary (alive today) non-human animals are able to deceive. This, as we 
will see, is a terribly tricky thing to determine. There is an inherent difficulty in 
scientifically establishing whether animals employ higher-order deception. 

I would like to thank Robert Schroer, Radu Bogdan, Raymond Russ, and two anonymous referees 
for their helpful comments on earlier versions of this essay. Correspondence concerning this article 
should be addressed to Shane D. Courtland, Ph.D., University of Minnesota, Duluth, Department of 
Philosophy, 1121 University Drive, Duluth, Minnesota 55812. Email: scourtla@d.umn.edu
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	 Why concern ourselves with higher-order deception? The goal, ultimately, is 
to find evidence that animals possess a theory of mind. According to Heyes, 
an “animal with a theory of mind believes that mental states play a causal role 
in generating behavior and infers the presence of mental states in others by 
observing their appearance and behavior under various circumstances” (1998, 
p. 102). Currently, there is a significant and intransigent divide: some theorists 
claim that animals possess this ability, while others remain skeptical.1

	 The goal of this essay is not to defuse or overcome this divide. Instead, it is 
to examine the difficulties that are incumbent upon one particular method of 
ascertaining if animals possess a theory of mind: establishing whether they employ 
higher-order deception. Since higher-order deception presupposes a theory of 
mind, evidence of such deception would, ipso facto, constitute evidence for an 
animal theory of mind. As this essay will attest, there are significant conceptual 
quagmires that must be bypassed in order to successfully employ such a method.
	 Before proceeding, it is important to acknowledge two caveats to this work. 
First, this essay is primarily concerned with the conceptual issues that arise when 
determining whether animals are able to employ deception. It will not focus on 
the actual, empirical studies that have been conducted. This does not, however, 
render this work irrelevant or superfluous. Any study that has been conducted, 
or will be conducted in the future, should address the arguments in this essay. 
Second, I am not claiming that the detection of higher-order deception is the 
only way of ascertaining whether animals possess a theory of mind; rather, it is 
one of many. As Heyes (1998) writes, “The most commonly cited evidence in 
support of this view comes from studies of imitation, self-recognition, social 
relationships, deception, role-taking (or empathy), and perspective-taking” (p. 102, 
emphasis added). It is quite possible that we might determine that animals possess 
a theory of mind through other means (e.g., studies of imitation). 

1Robert Lurz (2011) emphasizes this divide. He writes the following: 
For over thirty years now, there has been a sustained and heated debate over the question of 
whether any species of nonhuman animal is capable of attributing mental states. The field 
is presently divided between those who claim that there is empirical evidence to support the 
hypothesis that some animals are mindreaders and those who deny this. . . . [T]he debate has 
stalled in that both sides are content with a handful of arguments that, I believe, fail to support 
the rather strong claims that they are used to make. Contrary to what either side holds, the 
question of whether animals are mindreaders is in no way a settled matter. (pp.1–2)	

Likewise, in Heyes (1998), this divide is heavily stressed. She writes, “In spite of nearly 20 years of 
research effort, there is still no convincing evidence of theory of mind in primates” (p. 102). Just as 
there have been many who have claimed that animals can possess some semblance of a theory of 
mind (see, for example, Braüer et al., 2004; Byrne, 1994; Call and Tomasello, 2008; Cheney and 
Seyfarth, 1990, 1992; de Waal, 1991; Emery and Clayton, 2009; Gallup, 1982; Hauser and Wood, 
2010; Jolly, 1991; Whiten and Byrne, 1991); others remain skeptical that animals have satisfactorily 
demonstrated this ability (see, for example, Penn, Holyoak, and Povinelli, 2008; Penn and Povinelli, 
2007; Povinelli, 1996; Povinelli and Eddy, 1996; Povinelli and Vonk, 2006; Premack, 1988; Vonk 
and Povinelli, 2006).
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The Concept of Deception

Strategic Deception

	 Robert Mitchell (1986) provides a clear and comprehensive method for 
describing different notions of animal deception. He divides deception into four 
levels.2 Each consecutive level assimilates the characteristics of the level before it. 
	 Mitchell’s first level of deception applies to some animals’ ability to mimic the 
appearance or actions of other animals. Defining this level, he writes, “At this 
level, the actions of the receiver have no influence on the deceptive actions of 
the sender, at least during the lifetime of the sender. However, the actions of the 
receiver may have an effect on the population of the sender’s species such that 
more deceitful senders will have greater representation in subsequent populations 
than will less deceitful senders” (1986, pp. 21–22). There is a certain rigidity in 
this notion of deception; the animals that employ it seem to be “programmed” 
to “always do p” or “always look like p.” In other words, the deceptive act never 
changes and thus remains constant for the duration of the animal’s life. Changes 
would arise via selective pressures. The species might alter (over a period of many 
generations) its deceptive act or appearance due to deleterious selective pressures 
and/or beneficial adaptations (Mitchell, 1986). 
	 There are many examples of this level of deception in nature. First, there 
are butterflies with wingtips that look like the heads of their predators. Many 
predators are deceived by such an appearance, a mistake that allows the butterfly 
to escape predation. Second, there are some plants whose parts mimic the 
appearance of the reproductive organs of a particular type of bee. A confused 
male bee might mistake this part of the plant for a female. When the bee attempts 
to reproduce with what it believes to be a female, the bee instead pollinates the 
plant (Mitchell, 1986). 
	 The behavior associated with Mitchell’s second level of deception is more 
flexible than the first. Describing this level, he writes, “At this level, an organism’s 
acts can still be described as programmed, but they appear programmed to the 
organism’s registration of acts of another organism” (p. 24). The organism is still 
programmed by selective pressures to elicit a particular appearance. However, we 
get a conditional structure: “‘do p given that q is the case’ (where p and q are 
actions of the sender and receiver, respectively)” [p. 24].  
	 At the second level, the animal’s actions are more flexible than they were at 
the first level because the animal is not forced to constantly engage in deception. 
However, once the organism is stimulated in a certain fashion (q), it invariably 
conducts the deceptive act (p). Take, for example, the angler fish. This fish has a 
worm-like lure protruding from between its eyes. However, the lure only moves 

2In a later work, Mitchell (1993) employs different levels. Instead of four levels, his new account 
contains six. In addition, some of the contents of the various levels have been altered. 	



COURTLAND124

once the fish’s prey is present. The prey is tricked by the lure, and the angler fish 
gets a meal. This is not a maneuver that the angler fish learns; it is a behavior 
that all members, ceteris paribus, of the species possess (Mitchell, 1986). 

Complex Deception 

	 The third level’s key difference is that it requires learning on the part of the 
deceptive organism. Mitchell (1986) writes that the “organism’s actions are 
the result of an open program, but this program, unlike that of level two, can 
be modified by the results of the actions of, and by the observations of, the 
organism” (p. 25). As with the second level, this level requires the registration 
of some outside event (e.g., observance of another’s action). In the third level, 
however, the organism’s program is more flexible than it was in previous levels. 
Here, the organism acts under a program such as the following: “do any action p 
given that this p has resulted in some desired consequence q in our past” (p. 25). 
Essentially, the organism learns (via repeated trials) that a particular deceptive 
act yields a desirable outcome. 
	 Since the third level involves learning, it must, unlike the previous levels, 
contain a time component. In order to learn (via trial and error, observation, 
instruments, etc.), the organism must be able to recognize the connection between 
the particular act (p) and the desired effect (q). Granted, some organisms are able 
to learn faster than others. Thus, for these organisms, the time it takes to learn 
the connection is shorter. An important rule of thumb, however, is that if an 
organism takes a sufficiently long period of time to adopt a particular deceptive 
act (perhaps months, years, etc.), it is probably employing trial-and-error learning; 
via differential reinforcement, the organism comes to understand that some acts 
“pay” better than others (Hauser, 2000; Tomasello and Call, 1997). 
	 There are many examples of the third level. First, after a period of time, a dog 
might learn that it will be pet more often if it appears to have a hurt foot. When 
around humans, such a dog will limp and then gain the reward for its deceptive 
act (Mitchell, 1986). Second, a certain primate may get attacked every time it 
attempts to mate while a rival is in sight. After some time, the primate could 
develop a strategy in which it would only attempt to mate while the rival is not 
in sight or if the rival’s line of sight is precluded by a rock or some other object 
(Tomasello and Call, 1997). 
	 An important point to understand about the third level is that it does not 
require that the deceptive animals (senders) have any beliefs about the belief 
states (second-order beliefs) of those they are attempting to deceive (receivers). 
The sender is merely attempting to bring about a state of affairs in the world; it 
wants to elicit a desirable effect by performing the deceptive act (Mitchell, 1986). 
It does not, however, understand that it is manipulating the mental states of the 
deceived (receiver), nor does it intend to.
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	 Animals that are merely conducting level-three deception do not have to be 
described as second-order intentional systems. Dennett (1978) defines a second-
order intentional system as “one to which we ascribe not only simple beliefs, 
desires and other intentions, but beliefs, desires, and other intentions about 
beliefs, desires, and other intentions” (p. 273). To think that a particular animal 
possesses second-order intentionality, we must ascribe to it mental states like “S 
believes that T desires that p, S hopes that T fears that q, and reflexive cases like 
S believes that S desires that p” (Dennett, 1978, p. 273). The behavior that is 
witnessed with level-three deception does not warrant a second-order ascription. 
	 The problem, then, with third-level deception is that the animals who engage 
in it view the receiver merely as an object. Granted, this object (as viewed by such 
animals) is quite complex: it is animate and behaves in a complicated fashion. 
However, there is nothing about these animals that forces us to ascribe beliefs 
about the receiver’s mental states to their behavior. A deceptive act cannot be 
classified as higher-order deception until the sender deliberately attempts to 
manipulate the mental states of the receiver. 
	 The fourth level of deception, what I refer to as higher-order deception, is 
separated from the other levels by two prominent features: metaprogramming and 
the intention to deceive.3 Mitchell (1986) writes the following:

The fourth level of deception involves an open program which is capable of pro-
gramming and reprogramming itself based upon the past and present actions of 
the organism being deceived. . . . [A]t this level of deception the sender actually 
intends to deceive the receiver. When the sender has a deceptive strategy which is 
malleable with respect to the known current behavior of the receiver and which 
takes into account the receiver’s past behavior, and when the sender’s actions ap-
pear intelligible only if the animal is described as having planned the deception 
prior to its actions (in contradistinction to its having planned to manipulate, as 
may be true for level-three deceivers), then one has an example of intended (or 
self-programmed) deception. (p. 26)

Like the third level, the fourth level contains an open program. What is added, 
however, is metaprogramming (thinking or planning): the ability to have repre-
sentations about representations. In other words, the sender is able to “mentally 
rehearse” various plans of action and, in light of this rehearsal, is then able to 
decide which plan to enact (Bogdan, 2000, p. 15). Another important feature 
is that the sender can represent the receiver as having particular mental states 

3 As mentioned above, Mitchell (1993) provides a modified list of these levels in a later work. In that 
list, there is a level that precedes higher-order deception. At this new level, the animal is described 
as possessing the ability to employ pretense and imaginative planning. Mitchell writes, “Given that 
imaginal pretense is necessary for intentional deception, organisms should exhibit evidence of 
pretending to be another before we can assume that their deceptions are intentionally deceptive” (pp. 
72–73). I agree that pretense/planning is a necessary condition for higher-order deception (intentional 
deception). As I will demonstrate in the section discussing deception and cause–causation, I view level-
three deception as a “broad church.” It can include, in my view, pretense/planning and even some 
instances of causal knowledge.
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(Mitchell, 1986). The receiver’s states, then, become the target of the sender’s 
manipulation. The sender can thus be described as intending (by means of a de-
ceptive act) to instill false beliefs (via playing upon desires, playing upon hopes, 
etc.) into the receiver. Therefore, with this level of deception, we refer to the 
sender as having “intentionally deceived.” 
	 Level-four deceptive acts lack the rigidity found in lower levels. In the first two 
levels, the deception is invariably conducted by every member of the species. 
These animals seem to be reflexively conducting particular deceptive acts. 
Fourth-level deception, on the other hand, requires that the sender “planned 
the deception prior to its actions” (Mitchell, 1986, p. 26). In other words, fourth-
level senders are “free” to engage in various forms of deception. They, however, 
have the innate capacity (via metaprogramming) to engage in deception. These 
deceivers can only be described, in a parsimonious fashion, as having “chosen” 
a particular deceptive act as the most efficacious (according to the deceivers) 
method to meet the deceivers’ ends. 
	 Unlike those in the previous three levels, fourth-level senders are able to 
represent the mental states of the receiver. Level one, two, and three senders 
treat the receiver as a complex object that is to be manipulated in order to 
achieve the sender’s ends. In essence, the sender does not appear to treat the 
receiver as though it has any mental states at all. With fourth-level deception, the 
sender is directly trying (intending to deceive) to manipulate the mental states of 
the receiver. The senders, on this level, are described (at the very least) as being 
second-order intentional systems. 
	 Humans, most would contend, are the paradigmatic example of entities 
that engage in level-four deception. An open question, however, remains as to 
whether any other animal is capable of this kind of deception. It is this question 
that the remainder of this essay will focus on. I will not, however, answer the 
question via the presentation of new empirical data. Instead, I will discuss the 
difficulties that any such answer must avoid. 

The Problem 

Anecdotal Evidence 

	 Often, researchers who attempt to demonstrate that particular animals 
can engage in level-four deception employ anecdotal evidence of deceptive, 
albeit infrequently observed, behavior. Instead of directly testing for level-four 
deception, these researchers often test other hypotheses (or, while the observation 
was occurring, not directly testing anything at all). They then, perhaps by chance, 
stumble upon behavior that seems to fit (in a prima facie fashion) a level-four 
description. Since the particular observation(s) seems to fit such a description, 
these experimenters then cite the observation as evidence. 



DETECTING ANIMAL DECEPTION 127

	 Tomasello and Call (1997) cite a particular methodology, in which the central 
form of evidence is anecdotal. Tomasello and Call (1997) write the following:

Whiten and Byrne . . . were concerned that many primatologists had observed 
instances of tactical deception, but because they were relatively isolated examples, they 
were not published. A compendium of such observations might reveal some im-
portant patterns. Consequently, the two investigators contacted a large number of 
primatologists (mostly through membership roles in scientific organizations) and 
asked them for any observations they might have made over the years that implied 
tactical deception. They then sifted through the resulting reports (that met the 
basic functional definition of deception in that one animal did something and 
another perceived a situation wrongly as a result) and classified them in various 
ways with an eye to the cognitive mechanisms involved. (p. 234, emphasis added)

In this case, Whiten and Byrne were directly concerned with deception (tactical 
deception as opposed to primarily level-four deception) and conducted their 
research with that particular goal in mind. However, the actual evidence (the 
particular observations) used to further their research is anecdotal. The vast 
majority of their observations come from primatologists who were not primarily 
concerned with the notions of tactical deception. In fact, Whiten and Byrne 
were worried that these observations were so “isolated” in nature, that they 
might not have ever been published (Tomasello and Call, 1997, p. 234). 
	 Irwin Bernstein (1988) harshly criticizes the anecdotal method Whiten and 
Byrne used to conduct their research. He writes, “It is indeed disturbing to find 
Whiten [and] Byrne dismissing studies in which an independent variable is 
manipulated. To suggest that deliberate manipulations make results suspect is 
to dismiss most of science without examination. . . . The plural of ‘anecdote’ 
is not ‘data’” (p. 247). Byrne, however, defends this type of methodology. He 
writes, “Nearly all of the available data on primate deception are anecdotal, in 
the sense that they were collected during the course of other studies, ad lib, with 
no easy means of evaluating frequency against any proper control. However, they 
are not anecdotal in the pejorative sense; they are not the casual observations of 
inexperienced observers, embellished by multiple retelling and rife with implicit 
interpretation” (1998, p. 135). Byrne then cites the following examples of accept-
able anecdotal evidence (in the “non-pejorative” sense): “Goodall, 1971; Menzel, 
1974; de Waal, 1982, 1986; Byrne [and] Whiten, 1985; and the records of many 
observers collated in Whiten [and] Byrne, 1986, and in Byrne [and] Whiten, 
1990” (1998, p. 135). 
	 Nonetheless, the use of anecdotal evidence is troubling. Of particular interest to 
this essay is why Byrne feels he must resort to mere anecdotal evidence. He writes, 
“Conversely, the rarity, spontaneity, and subtlety of tactical deception have 
hindered experimental analysis of the phenomenon, and little advance has been 
made in this direction since the pioneering work of Menzel (1974) and papers 
in Mitchell and Thompson (1986)” [1998, p. 136]. In essence, Byrne claims that 
the use of anecdotal evidence must be accepted due to the difficulty of observing 
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deceptive behavior. By explicating what is required in such deception (provided 
it truly reaches level-four deception), this essay should also show why, as Byrne 
claims, higher-order deception is difficult to study.  

Frequent Observations 

	 The evidence for higher-order deception may come in forms other than infre-
quent anecdotal observations — via numerous observations, for example. Even 
if this is the case, however, there are still some potential problems. For instance, 
if only one deceptive act is both witnessed constantly and present in every mem-
ber of a particular species, it is most likely not level-four deception. When every 
member of a species displays the exact same deceptive behavior, it is probably an 
adaptation, thus most likely a level-one or level-two deception. Since I doubt that 
this is contentious, I will not discuss it further. 
	 What is contentious is whether certain deceptive acts merit a level-four description 
— as opposed to a mere level-three description. These acts are frequently observed, 
but not every member of the species practices them; they, then, are most likely 
not innate. Also, due to the complexity of this type of deception, these acts 
seem to merit a level-four description. In essence, experimenters can describe 
this type of behavior as belonging to (at least) a second-order intentional system 
that is attempting to manipulate the mental states of another animal. What is 
problematic, however, is that experimenters have not precluded a plausible level-
three description. 
	 Dennett (1978) presents an example of a dog that “deceives” her master: 

One evening I was sitting in a chair at my home, the only chair my dog is allowed to 
sleep in. The dog was lying in front of me, whimpering. She was getting nowhere in 
her trying to “convince” me to give up the chair to her. Her next move is the most 
interesting, nay, the only interesting part of the story. She stood up, and went to the 
front door where I could still easily see her. She scratched the door, giving me the 
impression that she had given up trying to get the chair and had decided to go out. 
However as soon as I reached the door to let her out, she ran back across the room 
and climbed into her chair, the chair she had “forced” me to leave. (pp. 274–275) 

It seems (at least prima facie) that the dog is engaged in level-four deception. 
The dog could be attributing mental states to her owner, and then attempting 
to manipulate such states. We could ascribe to the dog the intention that her 
“master believe she wants to go out” (Dennett 1978, p. 275). By intentionally 
manipulating her master’s belief, the dog employs level-four deception and is 
able to sit in the chair. 
	 To ensure that it is not merely a random confluence of events, suppose that this 
particular behavior is frequently observed. Of course, the first time it happened, 
the owner was truly deceived. But after that, the owner allowed the same act to 
occur over and over again. He went on to document the dog’s behavior. Is the 
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owner, provided this evidence, justified in asserting that the behavior is more 
than mere level-three deception? 
	 Dennett argues, and rightfully so, that the dog ought not to be viewed as rising 
above level-three deception (though he does not use this term). He writes, “[The 
dog] may simply believe, as a good behaviorist, that she has conditioned [the 
owner] to go to the door when she scratches. So she applies the usual stimulus, 
gets the usual response, and that’s that. [The owner’s] case succumbs . . . [to] the 
more modest hypothesis . . . that the dog believes her master is conditioned to 
go to the door when she scratches” (1978, pp. 275–276). Dennett is offering a 
killjoy explanation. This deception does not require that the sender ascribe 
any mental states to the receiver. Desiring to get into the chair, the dog merely 
engages in behavior that will allow her to achieve her desired end. The dog, in 
carrying out this behavior, never has to ascribe beliefs to the owner. 
	 The point I am advancing is that in order to ensure that the witnessed behavior 
is more than level-three deception (and thus level-four), experimenters must 
preclude the likelihood that the act was merely learned over a period of time (via 
trial and error). Certain animals, such as the dog, may have learned over time 
that certain behaviors yield certain responses. When desiring the response, 
these animals then participate in the behavior that yields that response. They 
would never have to attribute mental states to others. 
	 To determine that an action is not merely a result of trial-and-error learning, 
experimenters must witness a significant variation in the animal’s behavior. 
For example, the dog must engage in significantly variable behavior in order to 
accomplish the same result. Instead of only scratching the door, the dog would 
have to do something like “running to the window and looking out, growling 
suspiciously” (Dennett, 1978, p. 276). Variation is required because it is the only 
thing that precludes a level-three description (or less). In order for a behavior to 
count as evidence of level-four deception, the only likely explanation for that 
behavior must be that the animal planned (ahead of time) to manipulate the 
mental states of those it deceived.4 If the behavior is not significantly variable 
(such as the normal behavior of an animal that is frequently observed), then a 
level-three description has not been properly excluded. 
	 We should now be able to see the problem that any research regarding level-
four deception must avoid. Significantly variable behavior must be witnessed in 
order to ensure that the animal is not merely engaging in level-three deception. 

4 Although humans are well known for engaging in planned acts of deception, I am not making the 
stronger claim that they only engage in planned deception (nor would I require that of animals). 
In sports, for example, players often employ “deceptive techniques [that] are likely to be scripted” 
(Mitchell, 1996, p. 833). They learn various feints and ruses that become second nature when 
practiced over time. We even assign names to such common forms of deception (in basketball, for 
example, “head fake,” “stutter step,” “the cross over,” etc.). In fact, when engaging in such frequent 
and repetitive acts of deception, athletes may not be giving much thought to engaging in deception 
— their behavior is, in a sense, automatic (Mawby and Mitchell, 1986). 
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However, from the perspective of the animal, significantly variable behavior 
may not always be in pursuit of a deceptive goal. This presents a problem: 
significantly variable behavior may be just a random confluence of events. The 
animal in question may be acting in a variant and deceptive fashion only due to 
happenstance. The researcher, then, must ensure that the witnessed behavior is 
more than merely a string of events associated by chance. 
	 In order to provide the above necessities, the researcher must employ a 
controlled experiment that would allow for frequent observation of the variable 
(but connected) behavior. If the animal frequently performs a particular deceptive 
act (which would preclude a “chance” description), a likely explanation would 
be that the animal learned the deceptive act via trial and error, thus casting into 
doubt the attribution of anything higher than level-three deception. To warrant 
a higher ascription, we need an experiment that shows that the animal engaged in 
significantly variable behavior, all the while in pursuit of a particular deceptive end. 

Variant Deceptive Behavior: Cause–Causation with Mental States 

Cause–Causation — Recognizing Causal Relationships 

	 To determine if a behavior fits a level-four deception, experimenters need 
to observe an animal frequently employing “cause–causation” while it is 
representing, and subsequently manipulating, a particular mental state of the 
animal it is deceiving. In other words, studies need to show that the sender 
has causal knowledge of the receiver’s mental states and that the sender is 
intentionally manipulating such states. 
	 Let us examine what sort of behavior warrants an ascription of causal knowledge 
of an object to an animal. This object could be anything, and “knowledge” 
could vary from the causal knowledge of a stick to the casual knowledge of a 
conspecific’s mental states. What kind of observed behavior, then, provides 
the observer with a sufficient justification that a particular animal is able to 
recognize the causal properties of an object? 

Radu Bogdan (2000) provides three different types of causal behaviors:5

(A) Agent acts  outcome

(B) Agent acts with implement  outcome (p. 45)

[C] Agent acts on  [ object      desired outcome ] (p. 47)
	 Cause 1	  	 Cause 2 

5“  ” denotes cause; “[ . . . ]” denotes “represented by the agent.”	
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Causal behavior (A) is present in all of the animal kingdom. According to this 
script, an animal moves its body, and, as a result, there is an outcome. Observation 
of (A) merely requires a researcher to watch an animal pursue a goal in a causal 
fashion. Due to its ubiquitous nature, I will not cite any examples. All that the 
reader has to understand is that the thing acting can be described in a “goal-
pursuing” fashion (it is an agent) and that its actions (while pursuing such goals) 
entail outcomes (Bogdan, 2000). 
	 It is implausible to think that every time an animal moves its body, as in (A), 
the animal knows that it is employing a causal relationship. Granted, an animal’s 
action might entail an outcome. This, however, does not provide evidence that the 
animal recognizes or understands that the action is connected to such an outcome. 
Bogdan (2000) writes, “Most species do not recognize action–outcome relations 
as causal. They simply act, outcomes follow causally, and the successful pattern is 
learned or naturally selected and wired in” (pp. 46–47). There are other plausible 
explanations (e.g., conditioning and hardwiring via natural selection) that account 
for the observed behavior. Due to the ubiquity of script (A) and the likelihood 
of other plausible explanations, one cannot claim that (A) provides a sufficient 
justification for the attribution of causal understanding (Bogdan, 2000). 
	 Causal behavior (B) occurs when an animal uses something other than its 
body to bring about a certain outcome; it moves its body in conjunction with 
an instrument that helps it achieve its goals. For example, a rat may be trained 
to press a certain lever in order to get food. The instrument, in this case, is 
the lever. The rat acts with the lever in order to gain its desired outcome, food 
(Bogdan, 2000). Fewer animals are observed employing (B) than (A). 
	 Although (B) escapes the problem of ubiquity, it still does not warrant the 
ascription of causal understanding. Bogdan (2000), referring to the example of the 
rat, writes the following:

The rat need not recognize that its action causally relates to an object (the lever) 
that causally relates to still another object (the food). The rat simply acquires a 
new instrumental-action pattern that causes culinary satisfaction. An instrumental 
action is more complex than a simple action, yet it remains tightly attached to its 
implement, as an extension of it. It is the rat’s action with an implement causing 
an outcome that is trained by the experiment, not the rat’s recognition that an im-
plement acted upon causes something else. (p. 46) 

In essence, the “implement” in (B) might be merely viewed by the agent (the 
rat) as an extension of its body (an extension of its paw). The rat may just be 
“habituated” to new actions that happen to involve an instrument (a lever). 
Since this plausible explanation remains, we are not warranted to ascribe to the 
rat an understanding of the causal connection between the lever and the food 
(Bogdan, 2000). 
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	 Causal behavior [C], on the other hand, is qualitatively different from the 
other two forms of causal behavior. Only [C] requires causal knowledge on 
the part of the acting agent. This script requires the agent to represent (in its 
mind) the second cause. Bogdan (2000) writes, “Cause1 is causation produced 
by acting, cause2 is the causation caused by the action in question. . . . Only [C] 
requires causal knowledge, because it requires the agent to represent distinctly 
the causation that her action causes. Most organisms are causal agents, simply 
because they act, but not causal knowers” (p. 47). Script [C] agents act deliberately 
“to cause a further causation” (p. 47, emphasis in original). The agent understands 
(recognizes or represents) the causal properties of the object that it is acting 
upon. In order to achieve a goal, the agent acts (cause 1) on an object that it 
recognizes (or represents) as causally related (cause 2) to such a goal. Type [C] is 
the causation we are interested in; it is cause–causation (Bogdan, 2000).
	 In order to gain a clearer understanding of [C], we will look at an example. Say 
I desire to ram another bumper car with the bumper car I am driving. It can be 
parsed as follows: 

Agent acts on pedal  [Car 1  Car 2 is rammed] 

According to the above script, I recognize (or represent) Car 1 as causally related 
to Car 2. My desired outcome is to have Car 1 ram Car 2. I understand that the 
relationship between Car 1 and Car 2 can be enacted by pressing the gas pedal 
of Car 1. I press the pedal and ram the second car. The important part is the 
section enclosed in brackets. This denotes the point at which I recognize (or 
represent) the causal connection between Car 1 and Car 2. 
	 Bogdan, in addition, presents two conditions that are intended to further 
distinguish [C] from (B). The first condition is generality — the agent is able 
to use the particular implement in a variety of fashions and in a variety of 
contexts. For example, in one instance, I may use a stick (implement) to “fish 
for termites”; in another instance, I may use the stick to beat a conspecific. In 
yet another instance, I might use the stick to lift a heavy rock. Such a variety of 
uses and contexts seems to imply that I recognize some of the causal properties of 
the stick. I can use the stick in different manners because I understand what the 
stick “does.” To demonstrate the satisfaction of this condition, we must witness 
the agent use the implement (e.g., a stick) in many different fashions/contexts 
(Bogdan, 2000). 
	 The second condition is separability. When describing this condition, Bogdan 
(2000) writes, “The [causal] knowledge is . . . separate from the specific action 
utilized (e.g., which hand or finger is used) or particular type of action undertaken 
(say hand versus nose movement, if the hand is not available)” [p. 48]. The agent 
must demonstrate that it understands that the implement has causal properties 
that are distinct from the particular action(s) that activates such properties. 
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	 Pretend that I, similar to a chimpanzee, am termite fishing with a particular 
stick. To possess an understanding of the causal properties of the stick, I must 
know how the stick interacts with the world in a manner that is separate from me 
merely “bobbing” the stick with my hand. I must understand that the stick will behave 
in the same manner (have the same causal properties) regardless of what bobs the 
stick (e.g., a hand, a foot, someone else’s foot, etc.). To demonstrate the satisfaction 
of this condition, then, we must witness, in a variety of manners, the agent causing 
the particular implement to bring about the same effect (Bogdan, 2000). 

Higher-Order Deception as Cause–Causation 

	 To recap, in order for an animal to be believed to have a casual understanding 
of an object, it must interact with the object in a cause–causation manner (script 
[C]). In other words, observation of the animal’s behavior must warrant the 
claim that it satisfies two conditions: generality and separability. For the former, 
the agent is able to use a particular implement in a variety of fashions and in a 
variety of contexts. For the latter, the agent must have knowledge of the causal 
properties of the implement, separate from it being acted upon (Bogdan, 2000). 
	 Next, I will apply cause–causation to deception, particularly higher-order 
deception, in which the sender is intending to deceive the receiver. The sender 
can represent the receiver as having particular mental states (Mitchell, 1986). 
These states become the target of the sender’s manipulation. The sender, then, 
can be described as intending (with the deceptive act) to instill false beliefs 
(playing upon desires, playing upon hopes, etc.) into the receiver.
	 The connection between cause–causation and higher-order deception can now 
be articulated. When particular outcomes are desired, the sender intentionally 
manipulates the mental state of the receiver, entailing these outcomes:

[D] Agent acts on  1 [Mental State X  2 desired outcome]

The brackets indicate the mental representation of the sender. The sender is 
modeling the mental state of the receiver (a particular representation of the 
receiver) and the causal connection of such a state to a particular outcome. To gain 
the desired outcome, the sender acts in a certain fashion (cause 1) to bring about 
Mental State X. The sender does this action (cause 1) because it understands the 
connection between X and the desired outcome (the representation of cause 2). 
The sender, then, can be described as intending (with the deceptive act, cause 1) 
to instill misrepresentations (playing upon desires, playing upon hopes, etc.) into 
the receiver. This is level-four deception. 
	 Of course, to reach [D], an agent would have to possess the ability to employ 
some form of planning, problem solving, event anticipation, etc. At the core of this 
is the ability to employ imagination. According to Bogdan (2000), imagination is 
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the “ability to envisage alternative, nonfactual situations, whatever the manner of 
envisaging — motor or mental images, symbolic representations, whatnot” (p. 58). 
The ability to employ imagination is a necessary condition for [D]. It is not, 
however, a sufficient condition. An animal could have this ability yet not be a 
causal knower. Thus, the behavior in question could fail to reach [C] and, ipso 
facto, [D].
	 The ability both to employ imagination and to be a causal knower, though, is 
still not sufficient to reach script [D]. To see this, it is important to understand 
the shortcomings of the following script: 

[E] Agent acts on  1 [Autonomous Agent X  2 desired outcome]

In [E], the sender has a causal understanding of the receiver as an autonomous 
agent. In other words, the sender recognizes that the receiver is a goal pursuer 
and an autonomous originator of causes. This recognition (and subsequent 
causal exploitation), however, does not warrant a level-four description. In order 
to reach level four, the sender must recognize more than the mere fact that the 
receiver is a self-caused agent. In addition, the sender must further recognize that 
the receiver is an autonomous agent that has representations about the world. 
It is the recognition and manipulation of such representations that defines level 
four. [E], at its best, would provide for level-three deception.6

	 Of course, in order for an animal’s behavior to be described via script 
[D], its behavior must indicate that it satisfies the generality and separability 
conditions. This is important and I cannot stress it enough: the observation of 
the fulfillment of the generality and separability conditions is only required to 
resolve an epistemic problem. This is meant to establish that a particular animal 
(whose capabilities are in doubt) can, in fact, engage in higher-order deception. 
It is possible, then, that an animal can engage in higher-order deception, all the 
while its behavior not showing that it has met the generality and separability 
conditions. We are not warranted, however, in ascribing the ability of higher-
order deception to an animal until there is some record of these conditions 
being met. 
	 One may be tempted to object by claiming that I am employing a double 
standard. After all, I would not require the observation of the generality and 
separability conditions in order to justifiably ascribe higher-order deception to 
a particular human — yet I would require the satisfaction of such conditions in 
the case of an animal. This double standard is justified, however, as the cases are 
quite different. For animals, we are looking for a genuine case of (possibly) the 

6Level-three deception requires that the entity is capable of learning from past behavior. This ability 
can come in different forms, and learning it can involve planning and imaginative pretense. With more 
cognitive complexity, the ability to plan (and to learn via such plans) will be enhanced. Eventually, we 
may be warranted in claiming that a particular entity is capable of understanding causal properties, 
as in scripts [C] and [E]. However, an entity, in my view, has not reached level four (higher-order 
deception) until it is capable of a particular sort of causal understanding, via script [D].	
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first ascription of higher-order deception. The satisfaction of such conditions, 
then, is required to defuse killjoy objections. With humans, on the other hand, 
we have access to other lines of evidence (e.g., inferences from introspection). 
These other lines allow us to relax the requirement that our observations satisfy 
the generality and separability conditions. 
	 Tomasello and Call (1997) provide an example of how the generality and 
separability conditions might be expressed in animals:

To take a hypothetical example: Suppose that a subordinate individual has been 
excluded from a watering hole by more dominant individuals. Now suppose, by 
chance, a rock rolls down a cliff leading to the water’s edge and scares away the 
drinkers. The subordinate, far enough away not to be frightened by the rock, then 
precedes to drink in peace. Perhaps the same scene repeats itself a few times over 
the course of several weeks. From these experiences the observing subordinate may 
come to understand that the falling rock reliably predicts the scattering of others, 
but it is questionable whether it understands that the rock leads to fear in others, 
which then leads to their scattering. Most observers of nonhuman primates would 
be astounded, we believe, if one day the subordinate individual climbed the cliff and 
deliberately rolled the rock down toward the others to get them to scatter, since the 
rolling rock was not something originally produced but observed. . . . It would be 
even more astounding if the subordinate individual found some novel way to make 
its groupmates fearful and so scatter, for example, by making some other noise from 
behind the cliff. A creative strategy such as this would imply that it had understood 
that the fear of the others was the “mediating variable” (to use Whiten’s, 1993, term) 
and that manipulating that variable in some way (not necessarily involving the rock 
that had led to the result previously) would also be effective. (p. 386) 

The situation would fail to elicit a level-four description had the subordinate 
merely pushed the rock down the cliff. At best, such behavior warrants a level-
three description. The animal might lack understanding of the “mediating 
variable.” In order to warrant a level-four description, the subordinate must 
manipulate his conspecifics in a significantly variable fashion. If his behavior is 
sufficiently variable, then he probably understands the causal properties of the 
mediating variable (fear). 
	 The variable behavior in the above example is an application of the separability 
condition. Essentially, the subordinate is demonstrating that it has knowledge 
of the causal properties of the implement (e.g., mediating variable, Mental State 
X, fear, etc.) separate from his knowledge of the implement being acted upon. 
The subordinate demonstrates such knowledge by activating the same outcome 
in different manners. Since the subordinate understands the causal properties 
of fear as well as the fact that fear plays a role in the behavior of the scattering 
conspecifics, the subordinate is able to activate the causal properties of the 
implement (fear  scattering) in a diverse fashion (making a noise behind the 
cliff as opposed to merely rolling the rock). 
	 It would also be simple to imagine a situation in which the aforementioned 
subordinate satisfied the generality condition. Essentially, the subordinate 
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would have to use the particular implement (mediating variable, Mental State X, 
fear, etc.) in a variety of fashions and contexts.7 Instead of merely manipulating 
the mediating variable to achieve an uninhibited drink of water, the subordinate 
would have to use the mediating variable to achieve different things at different 
times. For example, he might activate the mediating variable (fear) in order to 
protect a food source, gain access to a female, or escape from a violent conspecific. 
Such a variety (of uses and contexts) would imply that the subordinate recognizes 
some of the causal properties of fear — in other words, that he understands 
what fear does.8

	 Once these conditions have been satisfied by the subordinate, we can then 
plausibly describe its behavior via script [D]. The subordinate could be described 
as possessing a causal understanding of its conspecifics’ mental states. This is 
level-four deception as cause–causation with a mental state. 
	 Notice that by describing higher-order deception in this manner, I am better 
able to explicate what researchers ought to be focusing on in experiments. 
Essentially, reaserchers should aim to frequently observe animal behavior that 
indicates the same mental state is being manipulated in a variety of fashions 
and contexts. This would be a combination of two components: the frequently 
inferred mediating variable and the observed variations. 
	 The variability comes via the observed satisfaction of the generality and separability 
conditions. In order to fulfill the former, we need to witness the agent use the partic-
ular implement (e.g., stick or mental state) in many different fashions and contexts. 
In order to satisfy the latter, we must witness the agent use the particular implement 
in a variety of manners to bring about the same effect (Bogdan, 2000). The observa-
tion of the behavior that satisfies the aforementioned conditions allows the research-
er to describe the animal’s behavior as higher-order deception. Of course, what I 
have just described is not meant to be taken as a formal experiment. It is merely 
meant to provide a basic idea of what phenomena we are trying to witness. 
	 The satisfaction of these conditions requires the observation of variable 
behavior; however, this does not mean that such behavior is random. It is not 

7Mitchell (1993) seems to recognize the generality condition. He writes, “But by the time one is 
an adult, one’s interpretation of the pretense is in terms of the other’s thoughts and beliefs, and 
the fakeout sequences can become highly variable. This finding suggests that the gorilla who faked 
window-slams enjoyed her game because she wanted to see if her fakes could startle people, not just 
because she wanted to see if her fakes could make the people move in a particular way” (p. 81).
8 Of course, this is simplifying matters quite a bit. It may turn out that animals cognize the internal 
states of conspecifics in different manners than humans do. Fear, for example, may not be a unified 
concept — thus, for a particular animal, there may be many types/variations of fearful states. All 
that is required to reach [D] is that an animal possesses a causal understanding of the mental states 
of its intended deceptive target. The animal would, then, be employing a theory of mind to deceive. 
However, the content of that theory of mind might very well be different from our own. If an 
animal’s theory of mind is too different, however, we might not be warranted in claiming that it 
does, in fact, possess a theory of mind. Thanks to an anonymous commentator for bringing these 
concerns to my attention.
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as if an animal merely does things outside of its normal behavior and then 
researchers claim that the animal is able to commit higher-order deception. 
Instead, the variable behavior that is a part of the two aforementioned conditions 
must have a reoccurring theme. Essentially, the animal must manipulate the 
same implement in a variety of fashions, a behavior that must be constantly 
witnessed in order to describe it as level-four deception. 
	 Researchers ought to observe animals for their frequent and variable 
manipulation of the same implement. A researcher, thus, would also frequently 
observe the animal manipulating the same implement to achieve its desired 
ends. After observing sufficient variation of such manipulations, eventually the 
only plausible explanation will be that the animal has a causal understanding of 
the particular object it is manipulating. Since this variation (regarding the same 
implement) would be frequently observed, it would most likely not be a mere 
random confluence of events. 
	 I realize that there are additional complexities that remain regarding the study 
of level-four deception in animals. My discussion was not meant to resolve all of 
these complexities. Instead, my concern was to show (conceptually) what would 
be required to warrant an ascription of higher-order deception to an animal. 
By viewing level-four deception as cause–causation with a mental state, I have 
presented a first approximation of such a solution.
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The Enlightenment is said to be an era of moral equality, but the historical evidence 
suggests that few men, and even fewer women, were ever actually equal. The racism and 
sexism evident throughout much of modern philosophy has been ignored or dismissed as 
unfortunate but are, in fact, relevant to central philosophical claims of the period. Despite 
the hope that such offensive attitudes are simply a product of their authors’ personal biases, 
good reasons exist to believe that modern racist attitudes are as much an outgrowth of the 
epistemic difficulties those philosophers encountered and are, consequently, grounded in 
core philosophical doctrines. The Cartesian turn inward toward ideas of the mind creates 
a situation in which epistemic objectivity is necessarily grounded in a radical subjectivism. 
As a result, philosophers such as Hume and Kant find it necessary to grant epistemic 
authority only to those who reason according to proper methodologies, which, in turn, 
has consequences for moral agency. The result is that, by the end of the Enlightenment, 
rationality and personhood are no longer the possession of every human being.  

Keywords: Kant, Hume, race

	 The Age of Enlightenment is also known as an Age of Equality. It is the era 
in which we find the first assertions of the equality of men. It is also the era in 
which some of the very same philosophers who argue for the universality of 
moral rights exwplicitly deny women’s equality and disparage non-Whites.  Well 
known are the principle ideas of the Enlightenment: all men (literally, men) are 
born equal; objective truth is obtainable; man is capable of perfecting himself 
through the use of reason; the path to knowledge requires freeing oneself from 
ignorance and superstition. This list may not be complete, but it should be 
familiar. What is missing, however, is an explicit statement of how narrowly 
these ideas apply. For example, Thomas Jefferson, the very same person who 
found men’s equality to be self-evident, himself owned slaves. Of course, this 
hypocritical stance is not unique to Jefferson; in fact, it is the rule rather than the 
exception. Throughout the Enlightenment, many of the people who are central 
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in arguing the moral and political equality of men are the very same people who 
explicitly denigrate women and non-Whites, denying them rights and denying 
them the status of persons. The most egregious example is Kant, who champions 
the ultimate worth of each rational agent and who nevertheless speaks of “the 
fair sex” and of “negroes” in less than glowing terms. This repeated and pervasive 
disconnect is anything but accidental. 
	 Of course, feminist philosophers have for decades been raising concerns 
about Enlightenment philosophical concepts. Genevieve Lloyd (1984) points 
out that during this period reason comes to be not simply “a distinguishing 
feature of human nature, but . . . an achievement — a skill to be learned, a 
distinctively methodical way of thinking, sharply differentiated from other 
kinds of thought.” She goes on to add that “something happened here which 
proved crucial for the development of stereotypes of maleness and femaleness” 
(p. 39). Something also happened which proved crucial for the development 
of stereotypes of race. This “something” is the modern epistemological turn 
inward. As reason comes to be understood as a faculty dependent only upon 
itself, as epistemological justifications come to be dependent solely on internal 
ideas and cognitive structures, the threat of subjectivism looms large. The 
domain of reason comes to be circumscribed so tightly as to exclude anyone 
conceived to be different in epistemically relevant ways. And, unfortunately, 
skin color (as well as having female body parts) comes to be an epistemically 
relevant feature, albeit inferentially. The connection between the rise of racism 
and the Enlightenment’s pursuit of universal knowledge and moral equality is 
not accidental — and between them lies the modern concept of reason. 
	 The significance of race is surely tied to the attitudes and biases of the 
philosophers who develop the concept, but this significance also arises out of 
theoretical concerns with the subjectivism inherent in the Copernican turn. 
Descartes originates this turn by transforming the focus of philosophy away from 
the world and toward the inner realm of the mind. Kant then completes the turn 
and formally establishes that knowledge can be had only through very human 
ways of cognizing. Because this shift is well understood, I begin with merely 
a brief overview of its Cartesian origins and the ways in which Humean and 
Kantian conceptions of reason respond to its subjectivist implications. These 
responses hold the key to understanding why racist remarks during that time 
are not simply incidental to core philosophical theses. What Hume and Kant 
understand is that if reason can rely on nothing outside of itself, then it is either 
capable of justifying its own processes or it is not. Each grabs an opposite horn of 
this dilemma: Hume largely denies the authority of reason while Kant asserts it 
with a vengeance. However, with respect to race, each ends up in a similar place, 
defending the superiority of Whites. This happens as each makes epistemic 
and moral moves intended to ground objective knowledge in the subjectivity 
of internal ideas, but these moves also serve as a theoretical basis for their racist 



RACE AND THE COPERNICAN TURN 141

attitudes. As it turns out, the theoretical ground Kant offers for his understanding 
of race is far more developed than is Hume’s, but Hume’s attitude stems equally 
from his core philosophical beliefs. In the end, the racist remarks of both these 
philosophers are tied to central philosophical doctrines developed in response 
to the threat of subjectivism. Even if Kant’s attitude toward race is on more solid 
theoretical ground than is Hume’s, both philosophers diminish the capacity of 
non-Whites to achieve epistemic and moral standing.  
	 To make the case, I begin with an overview of the paradox created when 
modern philosophers place the ground of objective knowledge within a subjective 
realm of ideas. Specifically, I consider the responses of Hume and Kant to this 
paradox, arguing that the way each cuts off the threat of subjectivism provides the 
conditions necessary for a theoretical ground of racism. Given these epistemic 
concerns, I then discuss their relevance to Hume’s discussion of a standard 
of taste. Even though his empiricism cannot establish the necessity of a racial 
heirarchy, he nevertheless seeks to establish a universal standard accessible only 
to certain sorts of people (most notably, those who are White and European). 
Kant, on the other hand, can and does allow for the necessary inferiority of non-
Whites and non-males, arguing quite explicitly that skin color and body parts 
affect one’s capacity to act according to principles. Finally, I consider the quite 
serious moral implications of the Enlightenment’s epistemological concerns, 
namely the ways in which the concept of humanity is decoupled from the 
concepts of rationality and personhood. The unfortunate outcome is that the 
Copernican turn originated by Descartes and completed by Kant narrows the 
domain of personhood and restricts the application of so-called universal moral 
concepts such as equality and justice only to those who reason in the right sort 
of way. 

Modernism’s Subjective Paradox

	 During the Enlightenment, rationality comes to be an acquired skill, one that 
requires following a specific procedure for obtaining knowledge. To follow this 
procedure means that one is capable of freeing oneself from bias, prejudice, and 
unfounded belief, thereby assuring objective knowledge, particularly with respect 
to the natural world. As the spotlight of epistemology turns inward, reason 
requires a detachment from material and emotional aspects of the world and a 
rigorous commitment to understanding the logical structure of the world. The 
result is that individual minds become autonomous arbiters of truth, provided 
they follow a method that dissects and analyzes internal operations of mind 
according to certain rules. With the notable exception of Hume, whom I will 
discuss shortly, philosophers of the modern era assert thoroughly authoritative, 
procedural accounts of rationality as not simply a luxury but as a necessity. Why? 
Because at the heart of modern philosophy lies a paradox in which the path to 
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knowledge of the world is through an exclusive focus on the ideas in one’s own 
mind: radical objectivity comes to be intelligible and accessible only through 
radical subjectivity (see Taylor, 1989, pp. 175–176). And because the origin of all 
knowledge is suddenly subjective, philosophers must explain how human beings 
come to be devoid of subjectivity. As Wittgenstein (1958, §293) was to highlight 
a couple of centuries later, when we each look inward toward the ideas in our 
own minds, we need some assurance that each of us is starting with the same 
ideas and procedures for relating and connecting those ideas; otherwise, we lack 
any basis for objective knowledge. While Wittgenstein externalizes this assurance 
through practices and language-games, the moderns take the individual knowing 
subject to have precedence in the generation of knowledge. If subjects cannot 
be counted on to be identical to one another in all relevant respects, then we 
lose any guarantee of objective knowledge. What counts as a “relevant respect” 
is an open question, but we all know that, contrary to their oft stated position, 
Enlightenment philosophers do take material conditions like skin color or body 
parts to be relevant to one’s ability to achieve rationality.   
	 This story of modern reason has been told and retold, as has the story of how such 
procedurally governed concept invokes “images of domination, oppression, repression, 
patriarchy, sterility, violence, totality, totalitarianism, and even terror” (Bernstein, 
1986, p. 187). As postmodernists, feminists, and other critics of the Enlightenment 
have repeatedly argued, the Enlightenment is not all sunshine and light. The story, 
however, that is less well told is how this transformation in our understanding of 
reason motivates an exclusive — and exclusionary — account of reason. In other 
words, we recognize what Enlightenment reason is and we understand the destruction 
it wreaks for many; what is often overlooked, however, is how the very development of 
the modern concept demands marginalization, at least if the objectivity of knowledge 
is to be sufficiently defended. The question is, why? 
	 The emphasis on subjectivity comes with a radical, if artificially conceived, 
skepticism. What makes Cartesian skepticism so transformative is the insistence 
on doubting reason itself. Aristotle may ask for a level of precision appropriate 
to the area of inquiry, but Descartes asks for certainty: pure, simple, and beyond 
all doubt whatsoever. As Étienne Gilson (1930) summarizes, 

From the point of view of medieval philosophy, someone who plays the role of the 
indisciplinatus takes pride in insisting on the same degree of certainty in every disci-
pline, no matter how inappropriate. In a word, he [Descartes] no longer recognizes 
an intermediary between the true and the false; his philosophy radically eliminates 
the notion of “the probable.” (p. 235)1 

The result is a quest for certainty that adopts an all-or-nothing approach which 
in turn diminishes any way of thinking that fails to achieve this peculiar kind of 
certainty. For Stephen Toulmin (2001), Descartes’ exclusive emphasis on “the 

1Translation mine. 
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rigor of theoretical arguments . . . [and] the need for technical terminology based 
on abstractions” (p. 32) causes reason to become unbalanced. Yet Descartes 
needs this exclusive emphasis. Alternative procedures would undermine the 
confidence we can have in our ways of reasoning. The result is not simply that 
Cartesian rationality shuts down the possibility of alternative ways of thinking 
but that it must do so. The light of reason, which guides all our reflections, 
“cannot in any way be open to doubt” (Descartes, 1641/1984, p. 27). 
	 By contrast, Greek rationality was always able to remain largely unthreatened 
by conceptual diversity since whatever account of the world one wanted to come 
up, it ultimately had to face the tribunal of an ontologically real and independent 
reality. The same is not at all true for the moderns. As the connection between 
the realm of inner ideas and the realm of objects in the world becomes more 
tenuous, the need for cognition to have a strictly logical order becomes more 
evident because we have only our own wits upon which to depend. The 
subjectivist implications of this leaves philosophers with two obvious choices: 
give up the authority of reason (i.e., Hume) or assert it with a vengeance (i.e., 
Kant). Hume and Kant both discern the tension between asserting infallible 
access to internal ideas and the necessity of grounding those ideas in a world 
beyond the ideas themselves. Both understand that the loss of metaphysics puts 
the veracity of our representations into doubt. But each responds in a different 
manner, and each response entails a narrowing of epistemology and value theory 
in ways that ultimately reflect on race. Epistemologically, Hume is entirely 
honest about the implications of Cartesianism for an empiricist: reason must be 
less an authoritative faculty and more a natural instinct. Aesthetically, Hume is 
less honest. When it comes to matters of taste, he seeks universal principles that 
are unattainable for some. Kant, on the other hand, accepts the force of Hume’s 
empirical arguments, but he also understands that if experience worked along 
Humean lines, we would have little hope of ever surmounting the problem of 
explaining how the world hangs together in some orderly and objective way. 
Thus, Hume must be leaving out something important. The authority of reason 
must have an a priori source, both epistemically and morally.  
	 By the time Hume arrives on the scene, representational epistemologies have 
precious little to re-present. He recognizes that a commitment to sensation and 
reflection as the only sources of knowledge means that the connection between 
our ideas and an external world is essentially unknowable. He recognizes that even 
though philosophers attempt to distinguish fleeting perceptions from objects with 
continued existence, the attempt to do so is “only a palliative remedy” (1738/1978, 
p. 211). For Hume, we can never establish that our sensory impressions are ground-
ed in stable, external objects for “it follows that we may observe a conjunction or 
a relation of cause and effect between different perceptions, but can never observe 
it between perceptions and objects” (1738/1978, p. 212). The order among our 
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ideas must come from internal operations of our minds. In fact, more than any 
other Enlightenment philosopher, Hume understands that we can’t get outside 
the system and see what the world is like independently of what we think it is like. 
And this lack of outside constraint on cognition means that our justifications of 
epistemic norms must actually presuppose those very norms. 
	 Again, all this is familiar and appears entirely disconnected from any sort 
of racist observation. Quite to the contrary, it may very well seem that a 
philosophical theory based on empirical principles allows for more openness 
to difference. After all, cognitive principles are for Hume (1738/1978) merely 
probabilistic: “reason must be consider’d as a kind of cause, of which truth is 
the natural effect; but such-a-one as by the irruption of other causes, and by 
the inconstancy of our mental powers, may frequently be prevented. By this 
means all knowledge degenerates into probability” (p. 180). He further explains 
that reason can offer only subjective assurances: “‘Tis not solely in poetry and 
music, we must follow our taste and sentiment, but likewise in philosophy. . . . 
When I give the preference to one set of arguments above another, I do nothing 
but decide from my feeling concerning the superiority of their influence” 

(1738/1978, p. 103). Not exactly the authoritativeness Descartes had in mind 
when he introduced a methodological account of reason. And not exactly the 
words one would expect from someone who denies civilization among non-
Whites. What is left out in these remarks, however, is a further commitment 
to the uniformity and regularity of reason and taste, which guides us through 
the world of experience. Even though the only assurance we can have of the 
universality of reason is through empirical observation, it is an assurance on 
which Hume ultimately relies. It is also an assurance that uneasily grounds his 
observations concerning race. For now, I turn to Kant. 
	 Given the strong and thoroughgoing skepticism Hume expresses concerning the 
nature of reason, it is little wonder that Kant awakens from his dogmatic slumber. 
However, rather than reject Hume’s conclusions outright, he acknowledges this pow-
erful motivation for skepticism, then attempts to overcome it. He may consider it a 
scandal that metaphysics is dead, but he also understands the epistemological shift 
in which the governing principles of the world are henceforth to be found only 
within reason itself. Ultimately, what he objects to are not Hume’s arguments 
concerning the nature of empirical knowledge but the incompleteness of these 
arguments in providing a satisfactory explanation for the regularity of experience. 
As a result, Kant seeks to reestablish the authority of reason through the discovery 
of a priori principles of cognition. But in removing contingency, he also lays the 
seeds for a much more virulent form of racism than could ever be established 
through empirical arguments grounded in taste or sentiment.   
	 To reestablish the epistemic authority of reason, Kant builds an a priori foundation 
for Hume’s a posteriori edifice. What Hume misses, says Kant, is the importance of 
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a transcendental structure for experience. Consider the A-Deduction of the first Cri-
tique (which begins at 1781/1929, p. A120). In it we are told that perceptions are 
appearances conjoined with consciousness and that these perceptions are atomis-
tically isolated, requiring cognitive activity to bring them together into a “object of 
knowledge.” We are told that it is impossible for us to produce a connection 
of impressions “were it not that there exists a subjective ground which leads 
the mind to reinstate a preceding perception alongside the subsequent percep-
tion to which it has passed, and so to form whole series of perceptions” (Kant, 
1781/1929, p. A121). In other words, the connection among perceptions follows 
subjective principles. Nothing in this tale of mental activity thus far distinguish-
es the Kantian from the Humean story. In fact, Kant’s summary reflects Hume’s 
claim that “there is a principle of connexion between the different thoughts 
or ideas of the mind, and that in their appearance to the memory or imagi-
nation, they introduce each other with a certain degree of method and regu-
larity” (Hume, 1748/1975, p. 23). By the end of the argument, however, Kant 
makes a quite non-Humean declaration: the principles that allow for the con-
nection among ideas cannot all be subjective. Where Hume offers, at best, uni-
versality through empirical observation, Kant (1781/1929) claims that we must 
“also [have] an objective ground which makes it impossible that appearances 
should be apprehended by the imagination otherwise than under the condition 
of a possible synthetic unity of this apprehension” (p. A121). Stated plainly: 
reason itself provides a necessary structure for how the world hangs together, 
and this necessity allows for the possibility of objective experience because it 
is, well, necessary. Since reason must operate according to this structure, Kant 
thereby dissolves the threat of subjectivism and Humean skepticism, at least  
in theory. 
	 Epistemologically, this result may appear quite comforting. We need not worry 
that experience will be cohesive and regular because the nature of cognition itself 
guarantees a systematic unity. We can rest assured that nature operates according 
to regular principles that we can discover; after all, these principles stem from 
reason itself. Nevertheless, such epistemological contentment is gained at the 
expense of alternative conceptual schemes, a result that philosophers have, over 
the past century, been quite eager to point out. Less noticeable are the moral 
implications of such a narrow and methodological conception of reason. These 
implications have been, and still are, anything but comforting for those who fail 
to reason in the “right way.”  
	 When it comes to morality, Hume and Kant both accept the division between 
reason and some variation of sentiment or desire. And they both recognize 
that conforming the will to moral principle is quite different from knowing the 
difference between right and wrong. That is, becoming moral is as much of an 
achievement as is becoming rational. Of course, the significance each accords 
these distinctions is quite different. Still, Kant and Hume do agree on one thing: 
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any connection between moral law and will must be shown to be necessary. Says 
Hume (1738/1978),

‘Tis one thing to know virtue, and another to conform the will to it. In order, there-
fore, to prove, that the measures of right and wrong are eternal laws, obligatory on 
every rational mind, ‘tis not sufficient to shew the relations upon which they are 
founded: We must also point out the connexion betwixt the relation and the will; 
and must prove that this connexion is so necessary, that in every well-disposed mind, 
it must take place and have its influence; tho’ the difference betwixt these minds be 
in other respects immense and infinite. (p. 465)

Of course, Hume rejects the possibility of such a necessary connection while 
Kant embraces it. In the case of Hume, passions are not conformable to reason, 
so morality becomes a matter not of intellect but of taste, the very same taste 
which lies at the heart of some key remarks on race. Reason is to be distinguished 
from taste insofar as “the former conveys the knowledge of truth and falsehood: 
the latter gives sentiment of beauty and deformity, vice and virtue” (Hume, 
1738/1978, p. 294). Hence, morality and taste stand in opposition to reason; 
morality is “more properly felt than judged of”  (p. 470). And in a line that must 
have made Kant absolutely cringe, “reason alone can never be a motive to any 
action of the will” (p. 413). 
	 Kant, by contrast, insists that reason does guide us toward the satisfaction of our 
desire, if only unreliably. That is, he stands with Hume insofar as emotions can be 
heteronomous influences on action (see Kant, 1785/1996, p. 51). Yet Kant simply 
cannot accept Hume’s skepticism toward the power of reason. The heteronomy 
of emotion should be no obstacle to reason in its a priori function, for reason 
must be the motive toward an action of the will if that action is to have moral 
worth. Reason acts freely only when it excludes desires as relevant considerations 
for choice and operates solely according to principle. In making this move to 
radicalize autonomy, Kant asserts the authority of reason to act independently of 
desires, which, in turn, eliminates subjectivity from the realm of morality. Unlike 
Hume, he need not assume everyone shares the same sentiments. Because moral 
motivation can never stem from sentiment or desire but must come instead from 
the necessity of acting according to a law that reason gives itself, Kant can establish 
an objective ground for a morality based solely on principle.  
	 In articulating regular and uniform principles, Hume and Kant eliminate the 
subjectivity of emotion, desire, and perception in their value theory as much as 
they do in their epistemology. They, like all good Enlightenment philosophers, 
have faith in reason’s ability to provide objective knowledge of the world. Yet 
the tensions of this faith are quite evident in their work. They are, after all, fully 
aware of the need, both epistemically and morally, to articulate explicitly the 
connection between mind and world, as well as the connection between reason, 
emotion, and will. Because secret springs and principles escape empirical notice, 
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Hume is reduced to denying the power of reason, claiming that, in the end, only a 
fool or a madman would deny experience to be an indispensable guide to human 
life. Somewhat magically, “regular conjunction has been universally acknowledged 
among mankind, and has never been the subject of dispute” (Hume, 1748/1975, 
p. 88). Conversely, Kant accepts that secret springs and principles cannot be had 
empirically, but he maintains that we still have recourse to regulative principles, 
of the kind that can be had a priori. These are indeed capable of providing 
necessity, unity, and purposiveness. Whether empirically or transcendentally, 
Enlightenment philosophers share a desire to seek universal principles, and they 
do this, at least in part, to overcome the difficulties inherent in a subjective-
ly grounded representationalism. For those who can reason correctly, objective 
knowledge can be had.   
	 The difficulty, of course, is that not everyone can reason correctly. Kant’s moral 
theory, for example, requires acting according to rational principle. An obvious 
question, albeit one that has not been obvious until very recently, is: Who is indeed 
capable of such severely principled action? The answer Kant (1764/1960) gives is 
quite specific: he “hardly believe[s] that the fair sex is capable of principles” and 
adds that “these are also extremely rare in the male” (p. 81). By all appearances, the 
ability to act according to principles is a rather uncommon trait. It is not universal-
ly achievable. Yet anyone who knows anything about Kantian ethics understands 
the enormous importance of acting from principles. Without this, genuine moral 
worth is impossible. After all, morality is all about reason and about laws that we 
autonomously give ourselves. The result is that when we start to take seriously 
these philosophers’ comments on race, it seems that rationality (and taste) become 
a whole lot less achievable and a whole lot less universal than Enlightenment dog-
ma would have us believe. The need to limit the proper methodology for cognition 
may not require the exclusion of those who appear different, but the manner in 
which the concept is constructed, combined with the obvious prejudice of many 
key Enlightenment thinkers, practically guarantees such exclusion. The result is 
the imposition of limitations on rationality and moral equality that actually offer 
something far, far less than the universalism promised by Enlightenment thinkers. 
I turn first to Hume and consider the epistemic anxieties evident in his comments 
on race. In the following section, I address Kant and reflect on how his critical 
response to subjectivist threats provides a foundation for his racial theory. 

Hume on the Standard of Race

	 What has left many contemporary philosophers confused, or even incredulous, 
is the oppression and exclusion that go hand in hand with Enlightenment moral 
concepts such as equality, justice, and freedom. How is it that philosophers who 
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defend these concepts can own slaves or make disparaging remarks about non-
Whites?2 Whether or not various Enlightenment philosophers are genuinely racist 
is a matter of much discussion and debate.3 What is not a matter of debate is that 
Hume and Kant both make some especially reprehensible statements about non-
Whites (and about women). However much we contemporary philosophers might 
wish to minimize and diminish the significance of these remarks, their comments are 
deliberate and grounded in their theoretical responses to the threat of subjectivism. 
In other words, the racist overtones of their works are far from ancillary. 
	 When it comes to the topic of race, Hume has less to say than Kant. Yet what 
Hume has to say is no less objectionable. The most infamous of passages in 
Hume’s (1758) work is the following: 

I am apt to suspect the negroes and in general all other species of men (for there 
are four or five different kinds) to be naturally inferior to the whites. There never 
was a civilized nation of any other complexion than white, nor even any individual 
eminent either in action or speculation. No ingenious manufactures amongst them, 
no arts, no sciences. (p. 125)4  

Whether or not this sort of comment is indicative of a deeper racist attitude, it is 
far from an unreflective remark. As John Immerwahr points out, Hume edits this 
remark quite deliberately to direct his attack more narrowly against Blacks. In the 
edited version, he writes: “I am apt to suspect the negroes to be naturally inferior 
to the whites. There scarcely ever was a civilized nation of that complexion, nor 
even any individual eminent either in action or speculation” (Hume, 1757/1964a, 
p. 252). In this latter version, Hume may be more charitable toward the three or 
four remaining kinds of men, but we can take him at his word with respect to 
Blacks; otherwise, he would not have precised his comment in the way he did. 
As objectionable as this passage is, however, nothing foundational to Humean 
philosophy hangs on this one comment. Nothing specific to his response to 
subjectivism is implicated. Still, this is not the only reference Hume makes to 
non-Whites. In Hume’s other famously racist passage, that concerning the lack 
of aesthetic appreciation for wine, his attitude stems from much deeper roots and 
from a clear worry that there must be a single standard of taste.  

2Beyond the remarks of Hume and Kant discussed here, Berkeley owned slaves, and Locke invested 
in the slave trade. Bernasconi points out that the word “power” in The Fundamental Constitutions of 
Carolina is written in Locke’s hand. The result is a document that reads, “Every Freeman of Carolina 
shall have absolute power and Authority over his Negro slaves” (Bernasconi, 2003, p. 14).
3See, for example, Bernasconi, 2001, 2002, 2003; Eze, 1997, 2000; Hill and Boxill, 2001; Immerwahr, 
1992; Kleingeld, 2007; Larrimore, 2008; Lind, 1994; Louden, 2000; Mills, 2002, 2005; Reiss, 2005; 
and Zack, 2002.  
4This remark is often dismissed since it is merely a footnote and not part of the main text. However, 
Immerwahr (1992), Eze (2000), and Zack (2002) argue that it is far from being an offhand remark. 
Immerwahr makes a scholarly argument for the deliberateness of this remark; Eze believes it is quite 
carefully placed and grounded in Hume’s theory of human nature; and Zack argues that it implies 
an essentialism concerning racial divisions.   
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	 Compared to other philosophers of his day, Hume is noticeably less insistent 
upon universalizable principles. Still, he is not entirely insensitive to their power 
to overcome subjectivity and, hence, to their worth. The clearest expression of 
Hume’s concern for universality comes in his aesthetics, where he offers an explicit 
appeal to a universal standard as a means of subverting subjectivity in matters 
of taste. Hume (1757/1964b) believes that “certain qualities in objects . . . are 
fitted by nature to produce those particular feelings” (p. 273). Yet to know which 
qualities fit with which feelings, we must consider the responses that fall under the 
heading of “delicacy of taste.” Says Hume (1757/1964b), 

 
Where the organs are so fine, as to allow nothing to escape them; and at the same 
time so exact, as to perceive every ingredient in the composition: This we call 
delicacy of taste. . . . Here then the general rules of beauty are of use. . . . And if 
the same qualities, in a continued composition, and in a smaller degree, affect not 
the organs with a sensible delight or uneasiness, we exclude the person from all 
pretensions to this delicacy. (p. 273) 

Intriguingly, he does not adopt his normal skeptical stance in this circumstance. 
In the epistemological case, he is content to reject the authority of reason in 
favor of “a species of natural instinct” (which turns out by lucky chance to be 
universal). In matters of taste, he asserts general rules that, it seems, not everyone 
has the ability to discern. “Naturally,” non-Whites emerge as less capable in 
aesthetic judgments.  

A Laplander or Negro has no notion of the relish of wine. And though there are 
few or no instances of a like deficiency in the mind, where a person has never felt 
or is wholly incapable of a sentiment or passion that belongs to his species; yet we 
find the same observation to take place in a less degree. . . . It is readily allowed, 
that other beings may possess many senses of which we can have no conception; 
because the ideas of them have never been introduced to us in the only manner 
by which an idea can have access to the mind, to wit, by the actual feeling and 
sensation. (Hume, 1748/1975, p. 20)

 
Hume does charitably admit that it is possible that others have senses we do not, 
but given the entirety of his view, it seems unlikely that he would find a white 
European male deficient in the same way as the Negro, who lacks civilization. 
	 Now, the philosophical problem here is not so much Hume’s racist remarks, 
although they are deeply problematic; rather, the problem is that he is not 
allowed the universality of taste against which he judges the Laplander and Negro 
lacking. He needs this universality of taste if he is to avoid taste becoming merely 
a subjective judgment, but the only means empiricists have for establishing such 
universality of taste is observation and reflection. And herein lies the difficulty. 
Marcia Lind (1994) notices in both Hume’s aesthetics and ethics, an illegitimate 
assumption (one I believe is also evident in his epistemology): the assumption 
of an underlying similarity of all people. In the moral case, he needs to establish 
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some uniformity of human action and volition in the face of seeming “caprice 
and inconstancy,” but as with induction, Hume (1748/1975) maintains “the 
conjunction between motives and voluntary actions is . . . regular and uniform 
. . . [and] has been universally acknowledged among mankind” (p. 88). Echoing 
his remarks from “Of the Standard of Taste,” Hume (1748/1975) says in the first 
Enquiry, “it is universally acknowledged that there is a great uniformity among 
the actions of men, in all nations and ages, and that human nature remains still 
the same in its principles and operations” (p. 83). Thus, in both the epistemic 
and moral cases, Hume assumes that cognition operates along the same lines 
regardless of who the cognizer is, as long as the cognizer is White and male.  
	 The issue for Lind, however, is something different, namely, that Hume fails 
to establish a uniformity among humans as a matter of fact. Instead, he simply 
states his claim. But, says Lind (1994), “distortions” do exist in our perceptions 
and judgments, so the universality of taste (and of judgment) can only be had by 
“artificially constructing agreement among critics by limiting who was party to the 
agreement” (p. 57). That is, on the basis of an unsupported generalization, Hume 
limits who can be considered to possess delicacy of taste, and we should note that 
“exposure to ’superior’ beauties is not just any sort of education, with any sort 
of range, but a classical education” (p. 57). Clearly, not everyone has access to a 
classical education, especially in the eighteenth century. Although Lind herself 
argues that Hume’s wider moral theory can overcome this limitation (p. 62), 
objectivity in matters of taste is clearly obtained by excluding those who do not 
share the right biases. To legitimize his judgment as correct, a critic   

must preserve his mind free from all prejudice, and allow nothing to enter into 
his consideration but the very object which is submitted to his examination. We 
may observe, that every work of art, in order to produce its due effect on the 
mind, must be surveyed in a certain point of view, and cannot be fully relished by 
persons, whose situation, real or imaginary, is not conformable to that which is 
required by the performance. (Hume, 1757/1964b, p. 276) 

Aesthetically, there is a difference between right and wrong, and the only way to 
“get it right” is to focus on the object from the correct point of view. 
	 Despite the passing nature of his remarks, Hume is indeed reflective in his 
disparagement of the abilities of non-Whites. Even while asserting that human 
perception and cognition is governed by a uniform standard, especially when it 
comes to delicacy of taste, he also maintains that the appropriate application of 
this standard lies beyond the capacity of some. Now, Hume might be defended 
insofar as he does not explicitly state non-Whites fail to achieve rationality, 
but recall that reason is distinguished from taste insofar as “the latter gives 
sentiment of beauty and deformity, vice and virtue” (Hume, 1748/1975, p. 294). 
Non-Whites may (or may not) be sufficiently able to determine matters of truth 
and falsehood, but because they are lacking in taste, they will, by implication, 
also be lacking in virtue. Even though Humean empiricism cannot support the 
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assumption of uniformity of rational principles and moral sentiments, that does 
not diminish the fact that Hume uses this assumption to disparage those who 
are different. Nor does it help Hume that the assumption of uniform and regular 
principles is not ad hoc; not only is it a central aspect of his wider philosophical 
views, it is also specifically used to assert the superiority of non-Whites. Hume 
may not (or may) exhibit a sufficiently theoretical racism, but his racist remarks 
are not philosophically accidental. Kant, on the other hand, appears to have a 
theory which is seriously, intrinsically racist. 
 	
Kant on the Purposiveness of Race

	 Whatever their differences in value theory, Kant shares Hume’s sense that 
aesthetic judgments are universal and that they are closely linked to moral 
judgment. In the aesthetic case, Kant (1790/1987) states: 

Taste is basically an ability to judge the [way in which] moral ideas are made sen-
sible . . . ; the pleasure that taste declares valid for mankind as such and not just 
for each person’s private feeling must indeed derive from this [link] and from the 
resulting increase in our receptivity for the feeling that arises from moral ideas. 
Plainly, then, the propaedeutic that will truly establish our taste consists in developing 
our moral ideas and in cultivating [Kultur] moral feeling. (p. 356) 

Correct judgments on matters of taste are not only universally valid but also 
grounded in correct moral belief. One possible implication of this is that failures 
in judgments of taste may very well be indicative of failures in moral reasoning 
as well. And moral failures are not to be taken lightly for Kant. Where Hume 
claims non-Whites exhibit failures of taste, Kant ups the ante. His approach to 
race, and to the inequalities among the various races, goes deeper than mere 
aesthetic judgments. Kant is theoretically committed to an epistemological and 
moral essentialism that diminishes the personhood of non-Whites and non-males. 
	 That Kant is an essentialist about race is not a new argument, but it is a contro-
versial one. Interpreters of Kant disagree on the significance of his racial remarks 
for his critical work. Philosophers like Emmanuel Eze (1997) and Charles Mills 
(2002, 2005) argue that Kant’s core philosophical doctrines are infected by his 
racist anthropology. Philosophers like Thomas Hill and Bernard Boxill (2001) 
argue that while the racism is unfortunate, it can be safely set aside, leaving 
Kant’s epistemology and morality intact. My own sympathies lie with the former 
interpretation, and my concern is that this essentialism underpins an unsustain-
able moral hierarchy within deontology. My argument echoes one originated by 
Eze (1997), who asserts that “what Kant settled upon as the ‘essence’ of human-
ity, that which one ought to become in order to deserve human dignity, sounds 
very much like Kant himself: ‘white,’ European, and male” (p. 130). What Hill 
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and Boxill (2001) find lacking in this view is that Eze “says nothing to suggest 
that Kant believed that these [racist] passages were any more than empirical a 
posteriori claims that could be falsified by experience” (p. 455). Instead, they 
argue that the racist bits of Kant are not central to his core philosophical views. More 
to the point, they hold that we cannot support the conclusion that Kant denies the 
humanity of non-Whites. Now, Kant does accept Buffon’s rule and allows that “all 
human beings anywhere on earth belong to the same natural genus because they 
always produce fertile children with one another even if we find great dissimilarities 
in their form” (Kant, 1777/2000, p. 9). This, however, does not entail that his racist 
passages are merely empirically falsifiable claims. While Hill and Boxill maintain that 
Kant’s remarks do not imply that “non-whites lack dignity, in the sense that they lack 
the capacity to act morally” (2001, p. 455), the highly structural and architectonic 
nature of all of Kant’s work makes their position highly unlikely. Whether or not 
Eze makes the case, a case can be made that Kant’s racism and sexism go far deeper 
than simply empirical observations. Robert Bernasconi agrees. He finds suspect the 
strategy of segregating the “basic” aspects of Kant’s theory from the “separable” parts 
and to jettison what is not necessarily connected to the theory (2003, p. 16). When 
we more fully examine Kant’s work on race, it becomes more difficult to deny that 
what he actually says is grounded in core aspects of his critical theory. 
	 Unlike Hume, whose objectionable remarks appear (but only appear) to be 
made in passing, Kant writes elaborately on the topic of race.5 Kant is surely the 
staunchest defender of individual rights and moral dignity in the philosophical 
tradition; however, he is also one of the most offensive of all Enlightenment 
philosophers in his attitudes toward both non-Whites and non-males. Put 
differently, he makes plenty of objectionable, yet empirically falsifiable, claims. 
In a particularly odious remark, he states that the difference between races is so 
“fundamental” that it “appears to be as great in regard to mental capacities as in 
colour” and that being “quite black from head to foot” is “clear proof that what he 
said was stupid [dumm]” (Kant, 1764/1960, pp. 111, 113). In addition, he explicitly 
says, without “any prejudice on behalf of the presumptuously greater perfection of 
one color,” that Whites more closely resemble the original stem stock from which 
all humans descend (Kant, 1775/2013a p. 54). Later he adds that “humanity is 
at its greatest perfection in the race of whites” (Kant 1804/1997, p. 62). These 
are anything but mere empirically determined remarks. This perfection — this 
epistemic, moral, and aesthetic racial superiority — emerges from a unifying 
concept that goes far beyond what can be empirically discovered. It arises out of a 
specifically purposive unity, a concept that lies at the heart of Kant’s critical theory.  
	 The argument for purposiveness in racial hierarchy begins innocently enough 
with Kant acknowledging the humanness of all humans insofar as the mark of spe-
cies membership is the ability to produce offspring. Over time, the “special seeds 

5See Eze, 1997; Mills, 2005; and Kleingeld, 2007. 
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or natural dispositions” all humans originally possessed came to be developed dif-
ferently in different peoples. The reason for the divergence is innocent enough: 
we are forced by our climate or environment to adapt to different conditions in 
order to survive. More specifically, race emerges from living in climates in which 
conditions such as air and sun alter the “original seeds” humans once shared. This 
view may sound somewhat simplistic, but it does not sound inherently racist. Con-
tinuing on, within the original lineal stem stock of humans are “seeds” which are 
“purposively suited for the first general populating <of the earth> . . .” (Kant, 1788/2013b, 
p. 181).6 Original humans contain all possible endowments, but nature, in its purpo-
sive wisdom, sees fit to adapt these natural dispositions over time (1788/2013b, pp. 
178–181). The ostensive reason for this change is to better adapt us to survival, but 
there is more to it than that: “Any possible change with the potential for replicat-
ing itself must instead have already been present in the reproductive power so that 
chance development appropriate to the circumstances might take place according 
to a previously determined plan” (Kant, 1777/2000, p. 14). A central task of Kant’s 
anthropology is to discover, through observation, which traits persist over gener-
ations, but as Mark Larrimore (2008) notes, “classification of human varieties is 
never innocent” (p. 342). Kant’s “scientific” discussion of race quickly transitions 
into considerations of dissimilarities and deviations that ultimately undermine the 
personhood and moral dignity of non-Whites — and all because these differences 
are purposive.7  
	 Given the centrality of purposiveness to Kant’s critical work, it is important 
to understand the role played by this concept. In the section on Transcendental 
Dialectic in his first Critique, Kant (1781/1929) makes perhaps his strongest 
statement of the necessity of purposive unity as a regulative concept: 

The law of reason which requires us to seek for this unity, is a necessary law, since with-
out it we should have no reason at all, and without reason no coherent employment 
of the understanding, and in the absence of this no sufficient criterion of empirical 
truth. (p. A651/B679)8  

Purposive unity saves us from Humean skepticism for it offers an assurance that 
all the individual pieces of experience will fit together into a coherent whole. 
It guarantees that nature will indeed conform to our faculties. When we find 
systematic unity in experience we rejoice “as if it were a lucky chance favoring 
our design,” but it is far from simple luck — it is something that we must assume, 
else we should have no reason at all (Kant, 1790/2001, p. 184). Furthermore, 
in the absence of this unity, we lack any assurance of a connection between 

6See again Kant, 1777/2000, p. 9. 
7He does much the same with non-males, but Kant’s view on women is a subject for a different paper. 
For more on this see Heikes, 2010, pp. 53–68, and see Woolwine and Dadlez, 2015. 
8Also see Kant, 1781/1929, pp. A815–16/B843–44.
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the realms of nature and freedom. In fact, Kant (1788/2013b) argues that a 
purposive unity is essential to nature and freedom:  

Nature must consequently also be capable of being regarded in such a way that in 
the conformity to law of its form it at least harmonizes with the possibility of the 
ends to be effectuated in it according to the laws of freedom. — There must, there-
fore, be a ground of the unity of the surpersensible that lies at the basis of nature, 
with what the concept of freedom contains in a practical way, and although the 
concept of this ground neither theoretically nor practically attains to a knowledge 
of it, and so has no peculiar realm of its own, still it renders possible the transition 
from the mode of thought according to the principles of the one to that according 
to the principles of the other. (p. 176) 

 
While purposive unity assures that the laws of nature will conform to the 
systematic unity of the necessary conditions for thought, it also explains 
how nature effects the ends of freedom and of morality. This is because the 
purposiveness of material nature is ultimately determined by our moral nature 
(see Kant, 1790/2001, p. xxvii). Purposiveness speaks to the worth of humans — 
but not all humans turn out to have equal worth. 
	 Purposiveness is the glue that holds together Kant’s architechtonic, but it also 
undergirds the Kantian distinction among races. In his 1788 article, “On the Use 
of Teleological Principles in Philosophy,” Kant (1788/2013b) reiterates a point 
he makes more notably in the first Critique: “Where <experience> comes to 
an end and we have to begin with material forces we have personally invented 
<that operate> according to unheard of laws incapable of proof, we are already 
beyond natural science” (p. 189). Albeit stated in slightly different language, Kant 
(1781/1929) is asking, “what and how much can the understanding and reason 
know apart from all experience?” (p. xvii). The answer given in the first Critique is 
rather straightforward: experience requires a presumption that there is a knowable, 
unified order to the world and this presumed unity must be a priori. The point 
is one oft repeated in Kant: metaphysical explanations must supplement merely 
physical–mechanical ones. In other words, the way we make up for the deficiencies 
and limitations of merely naturalistic explanations is through an appeal to ultimate 
purposes that can be determined by a priori reason. When he makes this point 
in his writings on race, however, the claim becomes sinister: humans may all be 
human, but we are subject to metaphysical explanation that ultimately shows some 
of us to be less than persons. 
	 Because not everything about nature can be explained using natural methods, 
Kant (1788/2013b) attempts, “in a little essay on the human races to demonstrate 
a similar warrant, indeed, a need, to proceed from a teleological principle where 
theory forsakes us” (p. 173). The argument of this “little essay,” “On the Different 
Human Races,” is that race must be more than just an accidental feature of mere 
appearance. Kant is always more concerned with the structure lying beneath 
appearances than with the appearances themselves. According to him, “it is 
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easily without doubt certain that nothing purposive would ever be found <in 
nature> by means of purely empirical groping about without a guiding principle 
that might direct one’s search: for to observe just means to engage experience 
methodically” (Kant, 1777/2000, p. 174). Yet the mere fact of variation among 
human races is not his predominate interest. His predominate interest is why 
this variation exists. What is the underlying metaphysical cause? And there is a 
metaphysical cause. After all, determinate principles are a precondition for the 
possibility of observation. Kant (1777/2000) attempts “to examine the entire 
human genus as it can be found all over the earth and to specify purposive 
causes to account for the appearance of deviations in those cases where natural 
causes are not readily discernable” (p. 14). The study of racial variations, then, 
has the normative goal of obtaining a greater understanding of “purposiveness 
[Zweckmäßigkeit] and fitness [Angemessenheit]” (Kant, 1788/2013b, p. 178). What 
Kant “discovers” is that variations within the human species are not a matter of 
chance. In the case of race, once nature has modified a group of people, these 
traits infallibly reproduce over generations. And the purposive unity of nature 
assures this will have a metaphysical ground. Empirical generalizations, even ones 
concerning skin color, are indicative of a transcendental teleology, one that favors 
Whites over non-Whites.9 	
	 The significance of Kant’s insistence upon underlying purposes is this: where 
Hume notes not “a single example in which a Negro has shown talents,” Kant 
(1764/1960, p. 111) takes such so-called evidence as something far more than a 
mere empirical observation. As a result, he is confident in claiming that Africans 
are incapable of “the feeling of the beauty and worth of human nature” (Kant, 
1764/1960, p. 51), not simply accidentally but as a matter of metaphysical necessity. 
Yet, that Africans lack a feeling for the worth of human nature is no small claim 
since this very worth is linked to moral dignity. For Kant (1764/1960) “true virtue 
can be grafted only upon principles . . . [that are] the consciousness of a feeling 
that lives in every human breast. . . . [It] is the feeling of the beauty and dignity 
of human nature” (p. 60). Hill and Boxill tell us that Kant does not deny the 
humanity of non-Whites, but here Kant himself tells us that a certain feeling lives 
in every human breast — just not in the breast of Africans. Are we not being told 
that a significant moral component comes into play as races are separated by the 
transformation of original possibilities? 
	 Going back to Buffon’s rule, Kant never explicitly denies the humanity of 
non-Whites, but humanity is not what confers dignity. As Eze (1997) explains, 
our “developmental expression of rational-moral ‘character’” is what undergirds 
our freedom and our dignity and is what distinguishes humans from animals 
(p. 120). He adds that “if non-white peoples lack ‘true’ rational character . . . and 

9Zack (2002) deals more empirically with the issue of skin color in Kant, but even she recognizes that 
although Kant essentialized skin color, “he knew something weightier than skin color would have to 
be at work in order to sustain the kinds of differences implied by racial taxonomy” (p. 22). 
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therefore lack ‘true’ feeling and moral sense, then they do not have ‘true’ worth, 
or dignity” (p. 121). This is a conclusion that, upon reflection, is difficult to refute, 
despite Hill and Boxill’s attempts to save Kant from himself. Aside from the issues 
I have already discussed, the difficulty of separating the so-called essential from 
non-essential aspects of Kant’s writing is that he takes moral character to be a 
distinctive constitution or peculiar property of the will, and he says that the will “is 
to make use of gifts of nature” such as talents of mind or qualities of temperament 
(Kant, 1785/1996, p. 49). What this means, according to Allan Gibbard (1990), 
is that Kant “insists that morally good character is the place to start” (p. 310n). 
Felicitas Munzel (1999) adds that “character” may not imply acting according to 
habituated dispositions that appropriately respond to and influence inclination, 
but it can be “a moral task definitive of our vocation as members of humanity” 
(p. 2). Only moral beings possess dignity, and morality requires the capacity to act 
autonomously according to principles. But when it comes to non-Whites and non-
males, Kant often disparages their ability to properly make use of “natural gifts,” to 
have feelings of beauty and dignity, and to act according to principles. As a result, 
it is, at best, unclear whether non-Whites or women are even capable of developing 
the right sort of moral character. 
	 The shift in Kant’s thinking, and it is a subtle one, is to link moral worth not 
to humanity but to rationality. Dignity requires principles. What gives one moral 
standing is being able to act autonomously, meaning solely according to principles 
one gives oneself. That is, what makes one a person (in the technical sense of that 
term) deserving of respect is the ability to rationally formulate moral principles, 
which is a rare quality in non-Whites and non-males. Humans who are perceived 
to be incapable of principles, as are non-males and non-Whites, hardly appear 
capable of acquiring moral standing. Thus, even though Kant’s moral theory 
provides a decidedly strong account of equality and dignity, his account does not 
allow those lacking in the right sort of reason to count as moral agents. 
	 Perhaps surprisingly, women are lacking in reason much more explicitly than 
non-Whites for they lack the capacity for a “deep understanding” (i.e., one based 
on principles). Concerning women, Kant (1764/1960) says,

 
Deep meditation and a long-sustained reflection are noble but difficult, and do 
not well befit a person in whom unconstrained charms should show nothing else 
than a beautiful nature. Laborious learning or painful pondering, even if a woman 
should greatly succeed in it, destroy the merits that are proper to her sex, and 
because of her rarity they can make of her an object of cold admiration. (p. 78) 

In the end, a woman’s philosophy “is not to reason, but to sense” (p. 79). 
The exclusion is straightforward: the real worth of a human being is found in 
reasoning according to principles, and women sense rather than reason according 
to principles. In the case of Blacks, Kant surely views their reasoning as inferior, 
but the denial of principled reasoning is less direct. As with women, Blacks have, 
at best, a lesser moral standing. Why? Because to lack the ability to act according 
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to principle is to fall short morally; to fall short morally is to lack in dignity; 
to lack in dignity is to fail to be someone to whom we can be directly morally 
obligated or to fail to be someone whom we must treat as an end-in-itself. When 
one acts according to sensation, the action cannot be truly moral since morality 
is about acting autonomously according to laws one gives oneself and doing so 
from the a priori motivation of duty. Because women lack duty, compulsion, 
obligation, they must, by logical inference, lack moral standing. So, too, with 
non-Whites. To repeat Eze (1997), “If non-white peoples lack ‘true’ rational 
character . . . and therefore lack ‘true’ feeling and moral sense, then they do not 
have ‘true’ worth, or dignity” (p. 121). He concludes that for Kant, “European 
humanity is the humanity par excellence” (p. 121). Perhaps more accurately: male 
European humanity is the standard.   
	 Now, when it comes to the actual moral characterization of non-males and 
non-Whites, Kant at least allows European women some measure of virtue, 
albeit only a “beautiful virtue,” which is of a different sort than a man’s “noble 
virtue” (1764/1960, p. 81). When it comes to non-Whites, such a charitable 
interpretation is not as readily available. In the Observations, Kant (1764/1960) 
says, “The mental characters of people are most discernible by whatever in them 
is moral, on which account we will yet take under consideration their different 
feelings in respect to the sublime and beautiful . . . ” (pp. 99–100). Immediately 
following he adds in an unusual and short lived display of sensitivity, “In each 
folk the finest part contains praiseworthy character of all kinds ” (p. 100).10 Such 
a sympathetic observation is undercut, however, when he goes on to add that 
“The Negroes of Africa have by nature no feeling that rises above the trifling” 
(Kant, 1764/1960, p. 110). Women may not be capable of feeling with respect to 
the sublime, but at least they are capable of feeling with respect to the beautiful. 
Africans cannot even achieve that. In addition, Kant (1788/2013b) explains that 
even those non-Whites who migrate to Europe get no benefit from doing so for 
“those exiled into <northern lands> . . . have in their descendants never wanted 
to serve as a stock useful to settled farmers or craftsmen” (pp. 186–187). Taking 
this passage, Kleingeld (2007) argues that Kant is linking his physical race theory 
to a “moral characterization” of races: 

His claim that the different races do not change, once they have differentiated 
out from the Stammgattung, is given a teleological interpretation, viz in terms of 
purposive design; and he connects this claim with the assumption that some races 
are not just different, but inferior. . . . What is important in the present context, 
however, is that Kant’s comment about the “Indians” (“Gypsies”) and “Negroes” 
makes clear that his assumption that the non-white races have inferior mental 
capacities (including capacities for agency) plays a crucial role. (p. 581)

10In discussing Kant’s version of cosmopolitanism, Mendieta (2009) argues that Kant cannot allow 
that other races have an excellence or that other cultures are capable of contributing to human 
accomplishments (p. 248). 
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Kant may say that he has no prejudice when it comes to identifying the greater 
perfection of one color skin over others, but this claim is somewhat incredulous 
given the sum of his writings on race. According to Eze (1997), “Kant’s position 
manifests an inarticulate subscription to a system of thought which assumes that 
what is different, especially that which is ‘black,’ is bad, evil, inferior, or a moral 
negation of ‘white,’ light, and goodness” (p. 117). He adds that Kant uncritically 
assumes that “the particularity of European existence is the empirical as well as 
ideal model of . . . universal humanity, so that others are more or less human or 
civilized . . . as they approximate the European ideal” (p. 117). In other words, 
Kant’s racial theory is not simply hierarchical but also contains within it both 
moral and aesthetic judgments.  
	 Eze is correct in stating that Kant associates beauty with the good. In a completely 
different, non-racial context, A.C. Genova (1970) considers the way in which the 
Critique of Judgment bridges the gap between the realms of nature and of freedom 
and asserts that Kant’s “analysis is that beauty becomes the symbol of the good, 
and sublimity of moral dignity” (p. 465). When the connection of beauty with 
the good is linked to Kant’s remarks on race, his prejudice against non-Whites 
appears even more dramatic. For Kant (1788/2013b), Pacific islanders can be 
distinguished from Negroes “partly because of their skin color . . . partly because 
of their head and beard hair, which, contrary to the attributes of the Negro, can 
be combed out to a presentable length” (p. 188). “Beauty,” which clearly reflects a 
classical ideal, can be approximated by the Pacific Islander, who is thereby “more 
presentable.” And this is not the only occasion when Kant makes this sort of 
claim. Elsewhere he states, “The inhabitant of the temperate parts of the world 
. . . has a more beautiful body, works harder, is more jocular, more controlled in 
his passions, more intelligent than any other race of people in the world” (Kant, 
1804/1997, p. 64). The beauty that Whites achieve far more readily is indicative 
of superior moral properties. Of course, we should remember that standards of 
taste are, for Hume as well as for Kant (1790/1987), declared “valid for mankind 
as such and not just for each person’s private feeling” (p. 356). Nevertheless, the 
standards of aesthetic and moral evaluation that European thinkers such as Kant 
use, somehow explicitly favor Whites over every other identified racial group. 
Within Kant’s work specifically, the standard is not ancillary or merely empirical 
but is a central aspect of his architectonic. In other words, the superiority of 
Whites is part of a purposive nature. This purposiveness is regulative, necessary, 
and integral to both the theoretical and practical philosophy. 
	 Regardless of what sort of defense one constructs, Kant’s own words speak 
against him again and again and again, although this does not stop even his 
critics from offering some defense on his behalf. Kleingeld (2007) maintains that 
Kant’s moral principles are formulated in a race neutral manner, even though 
they are ultimately infected with his racist attitudes (p. 584). But even if we can 
allow that Kantian morality is itself race neutral, his larger architectonic is not 
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because the purposiveness of nature demands the heritable differences among 
humans signify a moral difference. And this insight does come out in Kleingeld. 
She admits that even though Kant’s “own definition of race as such is formulated 
merely in terms of heritable differences in physical appearance, he nevertheless 
connects his understanding of race with a hierarchical account according to 
which the races also vary greatly in their capacities for agency and their powers of 
intellect” (p. 574). The hesitancy I have with even this admission is that it does 
not take seriously enough how philosophically insistent Kant is about requiring 
these heritable differences to mark essential, metaphysical differences. Truly 
remarkable in all this is how the same philosopher who insists that rational 
beings have intrinsic worth is the very same philosopher who finds a man’s skin 
color to be indicative of his “stupidity” and who agrees with Hume that “negroes 
and in general all other species of [non-white] men . . . to be naturally inferior to 
whites.” Evidently, “negroes and in general all other species of non-white men,” 
lack some sort of moral standing; otherwise, they could not be “inferior.” 

Modern Reason and Moral Personhood

	 The Enlightenment is indeed an Age of Equality, albeit only for a narrowly 
specified domain of European men capable of the appropriate sort of objectivity 
within cognition. Whether such narrowness should have been visible to 
philosophers of that time is an open question. What is no longer an open 
question is whether such a perspective is truly universal. Toulmin (1972) explains 
that in “philosophical epistemology, especially since Kant, the existence of some 
fundamental and unchanging framework of concepts and principles, which forms 
the universal and compulsory skeleton for all more technical and empirical ‘world-
pictures,’ has widely been taken for granted” (p. 413). Yet to recognize alternative 
ways of reasoning immediately raises questions of cultural relativism or subjectivism, 
which is precisely what Hume understood in his remarks on taste. And it is precisely 
why he was unwilling to allow non-Whites a delicacy of taste. Hume and Kant both 
understand the dilemma: recognize as legitimate different methods of reasoning 
(e.g., of Africans, of women, and so on) or to exclude from the domain of reason 
these different ways of things, these alternative conceptual schemes. Both these 
philosphers also understand the necessity of compulsory skeletons for cutting of 
cultural relativism and salvaging the objectivity of knowledge.  Their task becomes 
to restrict rationality — and consequently to restrict personhood — only to those 
who could properly achieve it. The result is that some humans fail to count as 
persons possessing dignity. But this means that concepts dependent upon these 
skeletons — for instance, justice, freedom, dignity, autonomy — cannot allow for 
a diversity within rational methodologies, at least not without different grounds 
provided by a less narrow and exclusive account of reason.  
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	 This is the problem for modern thinkers: both epistemically and morally, 
the tools of modernism demand privileging of a particular point of view. The 
conception of a procedural rationality that makes invisible perspective and bias 
is the ground for Enlightenment moral concepts, and as a result, personhood 
comes to be “universally conferred” only upon those who are seen as conforming 
to the prescribed methods and standards for cognition. Difference, subjectivity, 
emotion, particularity, narrative — these all become difficult to see during the 
Enlightenment. And this, in turn, has detrimental consequences for those who 
fall outside the domain of reason. Lynda Lange (1998) points out that Europeans 
of this time perceived indigenous peoples in the Americas in an entirely self-
referential way:

they literally did not perceive the “other” as “other,” but rather as deficient exam-
ples of “the same. . . . Spanish selfreferentiality [sic] was so strong that even the 
dazzling evidence of urban development among the Aztecs and Incans that was 
superior to what the Spanish would have known in Europe failed to suggest to 
them that these peoples might be best thought of as simply different from them, 
rather than inferior to them.” (p. 135)

As rationality comes to be associated with a particular methodology, people who 
seem not to conform to this method lack the full status of moral persons. 
	 Thus, while all humans may be human, not all are persons — and the reason 
goes directly back to the threat of subjectivism created with Descartes’ origination 
of the Copernican turn. Hume and Kant become key players in the subtle 
and effective decoupling of personhood from humanity, a decoupling which 
largely goes unnoticed because modern philosophers still presume humans 
are rational animals. However harsh Kant’s notion of morality can sound, he 
always understands that in our actions toward non-persons (i.e., animals, small 
children, those suffering dementia) we are still bound by some duties, even if 
these duties are indirect. Of course, that is the rub. Personhood, with its ties to 
rationality, lies at the heart of deontological ethics, and moral concepts such as 
equality, liberty, and justice apply to all persons — but only to persons in the 
technical sense of that term. Duties cannot be directly owed to those incapable 
of formulating and acting according to principles. As a result, Kant cannot 
assure that we are morally required to treat all humans equally. All he can offer 
is the equal treatment of persons, that is, rational agents who are autonomous 
lawgivers to themselves and other rational beings. Even in the strictest case of 
Kantian ethics, universality fails to be truly universal. 
	 For all their talk of objectivity, universality, and equality, Enlightenment 
philosophers quietly mask a shift toward narrow, uniform, methodological 
understandings of reason. The domain of the rational comes to be demarcated 
by a particular, scientifically determined model of investigation which does not 
and cannot allow for differing methods. Richard Rorty (1979) sees this clearly 
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for he tells us that “Once consciousness and reason are separated out . . . , then 
personhood can be seen for what I claim it is — a matter of decision rather 
than knowledge, an acceptance of another being into fellowship rather than 
a recognition of a common essence” (p. 38). Anything that falls outside of the 
model established by standards of fellowship is dismissed, ignored, and made 
invisible. “Person,” says Mills (2002), “is really a technical term of art, referring 
to a status whose attainment requires more than simple humanity” (p. 8). By 
the time of Kant, personhood is clearly not attributed to all humans, only to 
humans of the right sort, but, of course, what constitutes a “person of the right 
sort” is never adequately or explicitly articulated. The definition of “person” 
must be reverse engineered from what we are told about the failures of women 
and non-Whites to achieve rationality. 
	 When the concept of personhood becomes linked to a modern account 
of reason, the status of “person” comes to be unattainable for many. The 
Enlightenment concept of reason makes rationality an achievement of which 
non-Whites and non-males are largely incapable. But the arguments for this are, 
within the framework of modernism, much stronger than many contemporary 
philosophers care to admit. It is much easier for us to dismiss the racism of 
the mighty dead than it is to acknowledge how deeply held and theoretically 
defensible are their beliefs. Racism itself may not be essential to modernist 
thinking, but neither is it accidental. Given the threat of subjectivism, allowing 
for differing points of view, ways of thinking, or conceptual schemes would 
undermine the objectivity of any knowledge claims, including those of the new 
science. In cutting off this threat, philosophers also cut off the capacity for fully 
rational cognitive activity in anyone who fails to think or perceive in the so-
called right way. The Copernican turn in philosophy takes objects to conform to 
human ways of cognizing, but only if you are a certain type of human.  
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HOT, Conscious Unity, and the Structure of Events:
Extending Friesen’s Critique

 Stephen E. Robbins

Fidelity Information Services

Friesen (2014) has examined Rosenthal’s HOT (higher-order thought) theory of consciousness 
with respect to its capacity to support various forms of conscious unity, noting many difficulties. 
The problems facing HOT in three of these unities — subject unity, stream unity, and object 
unity — are extended in more detail here, with special attention paid to object unity as simply 
a special case of event unity. Rosenthal gives a HOT the power of uniting/co-representing 
multiple mental states. As Friesen notes, this co-representation must be relational; even an 
object unity such as a “red cube” would require at least a thought representing a location 
relation — “red at location x, cube at location x.” This “relational” requirement is likely more 
fatal to HOT theory than Friesen took the space to explore. On analysis, the relations in even 
a simple event are so dynamic and complex, yet simultaneously so mutually implicatory via the 
abstract, amodal information that specifies the event in all modalities, that the notion of a co-
representational HOT loses any notion of efficacy, necessity, or coherence. 

    
Keywords: HOT theory, conscious unity, event stracture

	 Rosenthal’s (2002) theory of higher order thought is well known for its insistence 
that a higher order thought (HOT) is required for turning a mental state into a 
conscious state. In Rosenthal’s view, there are two categories of mental states: (1) 
a mental state with the thought that one is in this state = conscious or subjective 
awareness, and (2), a mental state without the thought that one is in this state = 
unconscious. Thus, for Rosenthal (2011): “. . . a state is conscious only if one is 
subjectively aware of oneself as being in that state” (p. 431). 
	 When it comes to the explaining the unity of consciousness, Friesen (2014) 
has argued that HOT theory is far from adequate. Friesen firstly notes that there 
are two basic forms of unity — synchronic and diachronic — within each of 
which are multiple forms:
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Synchronic
1. Phenomenal unity, or conjoint/subsumptive phenomenology — 

the taste of the sip of coffee, the kitchen chair against my back, the 
view of table — all cohere or are subsumed in a unified experience.

2. Spatial unity — the table, chairs, walls, hanging pots, rugs etc., all 
cohere in a space.

3. Object unity — the form and color (white) of the coffee cup cohere.

Diachronic
1. Stream unity — as I walk from the kitchen to the living room, 

there is a flow that coheres.
2. Subject unity — I can think of the experience of reaching for 

the coffee cup as my own, as well as other experiences (e.g., 
breakfasts/coffee) in the past.

	 Rosenthal is proposing to explain all of these, Friesen notes, with but two 
basic mechanisms. The first of these is indexical. This is to say that the multiple 
mental states in the whole cohere by the fact that they are referenced to an 
“I,” i.e., to a subject’s sense of self. The second is co-representational. Thus, 
part of what unifies conscious states, per Rosenthal, is the fact that HOTs often 
represent many lower-order states all at once. Though Rosenthal has little to say 
about the precise nature of these higher-order representations, he maintains that 
HOTs “operate on many of our mental states not singly, but in large bunches” 
(2000, p. 226), i.e., a HOT can target and represent many different simultaneous 
mental states. 
	 The multiple types of unity however are lost in Rosenthal’s treatment, 
conflated into a generic “unity,” and, Friesen argues, these two mechanisms — 
indexical and co-representational — are simply not up to the actual task, at the 
very least leaving Rosenthal a lot of fleshing out to do. Friesen makes numerous 
excellent points as he analyzes these mechanisms vis a vis the various forms of 
conscious unity. I will not do them all justice by far, focusing on only a few 
here, with the intention of showing that these arguments could have gone much 
deeper, so much so that any validity of the HOT theory seems to float on utterly 
inadequate attention to the nature of these “unities.” The focus here will be the 
nature of our perceptual experience as emerging, for example, in the science of 
ecological psychology and the structure of events. Two secondary points will 
note the inattention to the relation of mind to time (an inherent problem once 
we talk of events and therefore stream unity), and to the profound problem 
within subject unity of what makes one consciously aware of previous events as 
part of one’s past history.
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Object Unity — as Events with Invariance Structure

	 The co-representation notion, Friesen observes, should apply even at the level of 
object unity, say, for a red cube. The redness (a mental state) and cubeness (a mental 
state) would be co-represented in the HOT, providing the unified experience of 
the colored object. We must presume here, he notes, that it is more than a simple 
conjunctive representation, e.g., “redness and cubeness,” but rather at least a 
relational representation, to the effect, say, “cube and redness at location x.”
	 This is the insight of Friesen that I wish to key on first, namely the requirement 
implicit within Rosenthal for what we can term relational HOTs to support 
object unity and by implication, even the unity of various aspects of an event. In 
broaching this subject, we enter into a region of great complexity. Rosenthal’s 
theory, vague when addressing the unity of consciousness as effected via HOTs, 
must confront the actual dynamics and information defining events — those 
“episodes” that a HOT makes conscious. This is not just white coffee cups or red 
cubes. It is rotating red cubes, spoons stirring coffee, leaves falling and twisting 
or even leaves being raked across the lawn. In viewing the unity of dynamic 
events, the necessity for HOTs and their viability as co-representational agents 
or forces is brought very much into question.
	 Let us take one of those simple “episodes,” i.e., an event, that a HOT is supposed 
to make conscious, in this case the simple act of watching oneself stir coffee in a cup 
with a spoon while sitting at the kitchen table. This event has a structure, a structure 
that must be supported in an ongoing way over the neural dynamics of the brain. 
We will be asking what a co-representational HOT could possibly be, such that it can 
turn this structure into a conscious perception. I have given an analysis of this event 
in other places (Robbins, 2002, 2014a), and intend to be more succinct here. 
	 The event of coffee stirring is defined by numerous invariance laws; it is 
immensely mathematically rich. If the cup rests on a tiled table, it rests on a texture 
density gradient. The tiles are our texture “units” and have a decreasing horizontal 
separation (S) as a function of the distance from our eye (S  1/D), and with a 
vertical separation as S  1/D2. These gradients are ubiquitous — beaches, fields 
of grass, tiled floors, rugs, etc. If the cup is moved towards us across this gradient, 
the size constancy of the cup as it moves is being specified, over time, by the invariant 
proportion, S  1/N, where S is the (increasing) vertical size of the cup on the retina, 
N the (decreasing) number of texture units the cup vertically occludes (SN = k). When 
the gradient itself is put in motion, say, as we move our head towards the table, it 
becomes an optical flow field — a gradient of velocity vectors where there is an 
increasing point velocity as the distance from the eye decreases, v  1/d2, where all 
vectors are radiating from a single point, the point of optical expansion. 
	 These optical flows are viewed as critical in the specification of dynamic form, 
as in a rotating coffee cup, and as our little coffee stirring scene is filled with 
forms, we should have some idea of what a co-representational HOT is presiding 



ROBBINS168

over when it comes to these. Bear with me here, for we should see how dynam-
ic, therefore constantly changing, this specification is. The flow-as-form insight 
came as a response to the intractability of the correspondence problem, a prob-
lem which required the tracking of the features of a moving object (and their po-
sition) from “frame” to “frame” in the object’s motion. Were the object a rotating 
cube, the features would have been the vertices and edges of the cube. Adelson and 
Bergen (1985) described a general class of low-level models based on linear filters 
known as “energy models,” initially developed by Watson and Ahumada (1983), 
addressed specifically to the detection of the direction and velocity of motion, for 
example, as an edge of the rotating cube transits the visual field. The energy model 
does not extract position to compute motion, rather, motion is treated as spatiotem-
poral orientation and the model consists of a network of “spatiotemporal filters” 
which respond to motion energy within particular spatiotemporal frequency bands. 
A network of these filters distributed across the visual field produces a net form of 
continuous output specifying the direction and velocity of motion of the edge. 
	 The receptive fields of the energy model filters are inherently “apertures,” and 
thus the velocities of the flow cannot be estimated with certainty due to the 
limited view of each field. More generally, this indicates that the visual system’s 
measures of velocity are intrinsically uncertain, and thus the integration of a 
multitude of uncertain individual velocities must be inherently probabilistic. It 
is at this point of integration that the model of Weiss, Simoncelli, and Adelson 
(2002) inserts a fundamental, probabilistic (Bayesian) constraint. The constraint 
— in effect an invariance law — ultimately applied in mathematical form to 
the resolution of these velocities, is “motion is slow and smooth.” The model 
explains a very large array of “illusions.” In fact, due to this inherent measurement 
uncertainty, all perception, “veridical” or otherwise, the authors argue, must be 
viewed as an optimal percept based upon the best available information. Applied 
to the velocity fields defining a narrow rotating ellipse, for example, the violation 
of this “slow and smooth” constraint ends in specifying a non-rigid object if the 
motion is too fast (Mussati’s illusion; Mussati, 1924). It is these constraints applied 
to the velocity flows, or their violation, that determine the rigidity of the form. 
	 Were we to allow the coffee cup in our scene to be cubical and have it rotating, 
this form becomes a partitioned set of these velocity fields. As each side rotates 
into view, an expanding flow field is defined (Domini, Vuong, and Caudek, 
2002). As the side rotates out of view, a contracting flow field is defined. The 
top of the cube is a radial flow field. The “edges” and “vertices” (i.e., “features”) 
of this cube are now simply sharp discontinuities in, or junctures of, these flows. 
As we shall see below, and as the foregoing implies, the rigid form of the cubical 
cup is equally subject to a quite different “optimal specification” of its form.
	 Let us add just a little to our stirring event to draw the implications for that 
innocent form — the cubical cup. We’ll place a cube made of wire edges near the 
coffee cup and set it rotating. This addition to the scene should be no problem 



THE STRUCTURE OF EVENTS 169

for our co-representational HOT that is about to make all this conscious. The 
cube has a symmetry period of four, being carried into itself every 90 degree turn. 
If we strobe this cube in phase with or at an integral multiple of the symmetry 
period, we will see a rigid cube in rotation near the cup. But if we strobe it out 
of phase, we now see a plastic, wobbly, non-rigid object (Shaw and McIntyre, 
1974). The “features” of the cube — the nice straight edges and vertices and flat 
sides — have disappeared. Again, as we have already implicitly seen, time is all 
important in the brain’s dynamics, and it appears this wobbly plastic-like cube 
is either a form of violation of the “motion is slow and smooth” constraint, or 
of yet another constraint used by the brain in the specification of form (e.g., a 
regular object exhibits a regular periodicity). To preview, we can already begin 
wondering how the “relation” between the ever-contorting, ever changing edges 
and their color can be specified in a HOT. 
	 If the cup is static (it can never truly be so given the saccadic motion of the 
eye), and the spoon is stirring the coffee, a radial flow field is created over the 
liquid surface. Also, when we poured the coffee into the cup, the rate of increase 
of the pitch of the sound as the cup fills with liquid is an invariant coordinate 
with the visual rise of the liquid (Cabe and Pittenger, 2000). 

Other Dynamics in the Event
 
	 The stirring motion of the hand is a complex of forces. The use of the spoon 
is a form of “wielding.” This is described (cf. Turvey and Carello, 1995) under 
the concept of an “inertia tensor.” A rigid object’s moments of mass distribution 
constitute potentially relevant mechanical invariants since they specify the dynamics 
of the object. The object’s mass is the zeroth moment, while the first (static) 
moment is mass times the distance between the point of rotation and the object’s 
center of mass. The second moment is conceived as the object’s resistance against 
angular acceleration. In three dimensions, this moment is a 3 x 3 matrix called the 
inertia tensor. The diagonal elements I

1
, I

2
, I

3
, are eigenvalues and represent the 

object’s resistance to angular acceleration with respect to a coordinate system of 
three principal axes (cf. Kingma, van de Langenberg, and Beek, 2004). There will 
be an inertia tensor (invariant), I

ij
, specific to spoon-stirring. 

  Over the periodic motion of the stirring spoon, there is likewise a haptic flow 
field defined, and within this, there is an adiabatic invariant — a constant ratio of 
the energy of oscillation to the frequency of oscillation (Kugler and Turvey, 1987):

Energy of oscillation
	   ------------------------------------------------------------  = k

Frequency of oscillation

This further relates to action. Over this flow field and its velocity vectors a value, 
τ, is defined by taking the ratio of the surface (or angular projection) of the 
field at the retina, r(t), to its velocity of expansion at the retina, v(t), and its time 
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derivative. This invariant, τ (or tau), specifies time to impending contact with 
an object or surface, and has a critical role in controlling action (Kim, Turvey, 
and Carrelo, 1993). A bird, for example, coming in for a landing, must use this 
τ value to slow down appropriately to land softly. As the coffee cup is moved 
over the table towards us, this value specifies severity of impending contact 
and provides information for modulating the hand to grasp the cup (Gray and 
Regan, 1999; Savelsbergh, Whiting, and Bootsma, 1991).
	 This is a mere beginning of what we can term the invariance structure of an event. 
The invariance structure of an event is a specification of the transformations 
and structural invariants defining an event and rendering it a virtual action. 
The transformations define the information specifying the form of the change 
— rotating, swirling, flowing. The structural invariants define the information 
specific to that undergoing the change — a cup, a liquid, a field of grass or gravel. 

How Might a HOT “Conscious-ize” Coffee Stirring?

	 Rosenthal’s theory of conscious unity, as Friesen noted, is sketchy: “Rosenthal 
has little to say about the precise nature of these higher-order representations” 
(2014, p. 211). Most of the imaginative work on “how things work” is a do-it-yourself 
project. If we go from the assumption that an event such as our coffee stirring is 
composed of various “sensations” in Rosenthal’s terms, each of which appears to 
merit being called a “mental state,” we bring ourselves concretely into what this 
co-representative HOT — a HOT that combines all these states — must actually 
be accomplishing. 
	 So what states are we combining, and what is the form of the combination? As 
there is no in principle method of identifying states provided by Rosenthal, we are 
going to have to guess, but we will be far beyond settling for simple “relations” 
such as “cup at x, whiteness at x.” We can start with the radial flow field of the 
liquid. The “thought” (HOT) must already be a constant, continuous, flowing 
“thought,” as the stirring is an instance of “stream” unity in Friesen’s terms, 
and the liquid is continuously moving, always in a changing configuration. The 
thought, “I am in this state (re the swirling),” must be constantly changing and 
doing so at a very fine scale of time, for the “state” is nothing but dynamic change. 
Is the thought, we might begin to ask, providing or supporting the perceived 
continuity of this change, i.e., the perceived swirl or flow? Is the “thought” being 
subtly substituted for a theory of the memory that supports this perceived flow 
over time, or simply riding upon this yet to be developed theory? The liquid itself 
must be precisely placed “within the cup” — it is just not “at place x” along with 
the cup. Further the form/appearance of the cup, as far as its inside upper sides, 
is constantly changing as the liquid sloshes a bit up and down the sides, so this 
movement of the liquid must be coordinate precisely with the cup’s changing 
inside form, in a word, another thought — “I am in this state (re the cup holding 
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the sloshing liquid and its changing internal form/sides)” — that is constantly 
changing at a very fine scale of time. 
	 As we are imagining our head move back and forth here, the constant size of the 
cup is a function of the invariant ratio of height to the texture density gradient of the 
table. The size of the cup on the retina is constantly changing, but the perceived size 
is not. This again is a function of a ratio held constant over continuous change. Is 
the thought then, “I am in this state (re constant cup size as my head moves forwards 
or backwards)”? But the constancy is relative to the texture gradient of the table top, 
for which we could also have the thought, “I am in this state (stretching surface of 
table).” The constancy of the cup, as a ratio of height to table texture units, is already 
a complex relation, i.e., an invariance within the totality of the scene over time — 
table gradient and cup — to which the brain must be responding. But then we 
should not need a “thought” to represent this relation between cup and surface. It is 
a relation intrinsic within the perceptual dynamics.
	 But this “redundancy” of a HOT, or perhaps better, lack of need for a HOT for 
combining “states” (which is to say the constantly changing aspects of the scene) 
emerges everywhere. That radial flow field of the liquid surface, remember, is 
being caused by our stirring hand. Thus we come to both the inertial tensor and 
to the adiabatic invariance — the ratio of energy to frequency carried over the 
periodicity of the spoon — that determines the actual form of the disturbance 
in the liquid, e.g., the velocity of the radial flow and other wave-aspects of the 
surface’s disturbance, to include the degree of the liquid’s sloshing down and up 
the cup’s sides. But this felt mechanics, carried in a haptic flow, must correspond 
precisely with the liquid’s motion, in fact it must do so, for it is at the root of 
this motion. If it did not correspond, we would detect it instantly as an anomaly, 
a detection that would be just as easily made, for example, if the periodic sound 
made by the spoon striking the insides of the cup is heard, rather than as a 
clinking, as a “snap, crackle, pop.” There would be no need then, for a HOT to 
be co-representing, and doing so via some form of “relation,” the precise fit of 
these supposedly disparate mental states — the motion of the liquid with the 
felt motion and dynamics of the spoon (to include the inertia tensor), or of this 
latter with the periodic “clinking” of the spoon. As noted, when the coffee was 
poured into its, say, tallish cup, the rising frequency of the sound as the coffee 
rose was coordinate with the visual velocity of the rise. This too would have 
been an amodal invariance available to the brain, spanning these two modes, 
making a “thought” relating the two “states” redundant at best, and at worst, as 
in all the above, strange to describe, e.g., “sound frequency increase (∆f) rising 
proportionally to visual height increase (∆h),” [and where we of course know 
what a “proportionality” thought is].
	 The nearby, strobed out-of-phase cube is rotating as a plastically changing, non-
rigid, wobbly non-cube. For this wobbly non-cube, let us simply note that for this 
form — specified by the brain’s dynamics and changing its shape constantly — the 
color patch that is coordinate with its wire-edges is also shifting/contorting precisely 
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with this changing spatial pattern. There is no conceivable co-representation 
relation embodied in a HOT that we could hatch up for this, short of that carried/
specified in the brain dynamics itself. We are relying here on the global processing 
dynamics of the brain, just as we are relying on the adiabatic invariance carried 
over the haptic flows within this dynamics that must be coordinate with the visual 
motion and more. The usefulness of a HOT, or even how we would ever formulate 
the “co-representations” as anything other than the relations (invariants) enfolded 
within this very dynamics become increasingly questionable.

Stream Unity and Time

	 These elemental events — coffee stirring, a rotating cube — intrinsically 
require the stream unity noted by Friesen. We have the perception of continuous 
flow. I have argued elsewhere (Robbins, 2013) that there is no current theory 
of memory that can support this. If we have, for example, a theory that stores 
successive samples of the event in some memory, say an “iconic” store, we quickly 
hit an infinite regress. The samples are immobilities, like snapshots laid out on 
a desktop. Do we invoke an internal scanner to account for the motion? We 
begin the regress — we must explain the scanner’s perception of motion. For 
the rotating cube, which, with an out-of-phase strobe (sample) rate, becomes a 
plastically changing not-cube, we have lost, furthermore, any foothold as to what 
such samples, in terms of their structure, could even be. 
	 The sampling concept trades on the discrete state model of time, i.e., time 
(or events) as a series of static instants. If taken at the universal scale, it would 
be as though time is a series of 3-D instantaneous spatial blocks, each “block” 
comprising the entirety of space (the material universe) taken at the most 
infinitesimal duration, and each (present) block disappearing (going into non-
existence, namely, into the past) as the next block (the “present”) arrives. The 
brain, even in its dynamic change or processing, is simply a sub-block within 
the whole, universe-in-scale block of space, and integrally part of this discrete 
series of ever-renewed blocks. The coffee cup, table, and stirring spoon can 
be viewed also as a series of sub-blocks in the whole. The material realm, by 
this very definition of time, is comprised, at any one instant, entirely of the 
universal-in-scale, 3-D block of space, and there is — always, ever — only one 
such instantaneous, completely static, 3-D block (i.e., the “present” block). [One 
should wonder, is there not required some continuous process that generates 
each successive block?] Yet consciousness inherently demands continuity — it 
must span or cohere or bind at least two such instants or blocks, else we have the 
consciousness of a stone, i.e., instantaneity without an iota of history. So, to make the 
coffee stirring event conscious, Rosenthal is implicitly giving this binding power — 
the very creation of a dynamic flow or of a stream — to a HOT, i.e., to a thought. 
	 So a thought would bind instants; it is responsible for the continuous flow, 
which is to say that it is binding successive states of the brain, i.e., successive 
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states of a chunk of the material world, together in a flow. In what realm — for, 
by the above definition, it is not the material realm, ever existing as it does only 
in one 3-D block or instant — do thoughts dwell such that they have this power? 
Is there but one continuous thought in this other realm, constantly modulating 
as events change? Or does a thought suddenly come into being to cover the 
coffee stirring, then another arise suddenly in this mysterious realm for getting 
up from the table and taking the toast out of the toaster? Or can a thought do 
just about anything HOT theory requires?1

	 On the other side of the coin, we see implicit appeals to continuity, as in 
the “continuity of neural processing,” which use this surreptitious route to 
take care of the binding of (or memory of )  instants problem, i.e., to ignore 
the implications of the discrete state model of time. Then we must be explicit 
as to the source of this continuity. Are we appealing, for example, to Bergson’s 
(1896/1912) concept that motion must be viewed as indivisible, where there are 
no mutually external instants, where each of our instantaneous 3-D blocks of 
space (or instants) merges and interpenetrates the next, forming an organic 
continuity? But then we have a form of memory that is intrinsic to the very 
transformation of the material world, and then we would no longer need a 
thought (HOT) to undergird stream unity at all. The stirring spoon, or the fly 
buzzing by the coffee cup, or the brain’s neural processing, are now sub-flows in 
the continuous, indivisible transformation of the universal material field. Then, 
remembering that there would-be no static, 3-D blocks instantly going into non-
existence (the past) as the next arrives, the question would switch — it would 
move from wondering how a thought binds instants or how the brain uses a static 
memory store to store samples of an ongoing event. Using a Gibsonian term, 
the question would become how, eschewing any reliance on some regress-prone 
memory store, the brain “specifies” a past sub-flow within the transformation of 
the field (as we are always viewing the past) at a specific scale (something else a 
HOT must account for) — a buzzing fly, or a fly slowly flapping its wings like a 
heron, or a “fly” as a fuzzily outlined crystalline ensemble of whirling atoms. 
	 These are questions for which Rosenthal is far from immune. They go to the 
heart of what a thought is. Admitting my lack of Rosenthalian expertise, certainly 
not at the level of Friesen’s, my observation is that such questions on time are 
heavily neglected.   

1I am ignoring here the supposed space–time block of special relativity which comprises the entirety 
of past–present–future in a frozen 4-D structure, wherein no such instantaneous blocks of all 
of (present) space could exist. This is for at least two reasons: (1) this block model is itself a bad 
misinterpretation of the theory, and, (2) even were the block interpretation valid, no one can then 
explain our perceived flow of time and the experience of motion, save by hypotheses such as time-
travelling fields of consciousness, themselves riddled with logical problems (cf. Robbins, 2014b).
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Subject Unity, Explicit Memory and the Symbolic

	 Friesen demonstrates that the co-representation mechanism is insufficient to 
account for phenomenal unity, or event unity as we have treated things here, 
as there can be multiple mental states within an event, not all of which can be 
covered by this mechanism. To fill in the slack, Rosenthal relies on the indexical 
or “common ascription” mechanism, wherein all states are referenced as well to 
the self or “I.” One of Friesen’s criticisms of this common ascription mechanism 
is that it makes unity contingent on advanced mental abilities, for example, 
the capability of a certain kind of self-reference, the capacity to represent the 
contents of lower-order states in sufficient detail, and the ability to characterize 
those contents as contents of a mental state. The obvious problem, as he notes, 
is that phenomenal unity, which seems clearly present in very young children 
and animals cannot actually depend on the achievement of such abilities. This 
is certainly true, but Rosenthal’s underestimate of the nature and source of his 
common ascription mechanism goes far deeper. 
	 The “I” sense, therefore the indexical referencing, is at the very minimum highly 
correlated with “subject unity” in Friesen’s list of unities, where events from our 
past are retrieved and related to one’s present as part of our self-aware history. 
Weiskrantz (1997) termed this ability the “past x present” product. Friesen noted 
that there is a vast literature on the related ability to self-ascribe mental states. 
(This would include Block’s [1995] notion of “access” consciousness.) I think it 
safe to say that the literature underestimates the nature and scope of what must 
be developmentally achieved. The retrieval of events from the past, with the 
awareness that the events were indeed experienced in our past, is firstly the great 
the problem of explicit memory. Piaget (1954) termed this ability, “the localization 
of events in time.” In his description of its development, this ability is integrally 
related to the simultaneous emergence of a complex of concepts — Causality, 
Object, Space, and Time — a complex labeled COST (Robbins, 2009). It is a set 
of concepts that integrally support the emergence of the ability to symbolize. All 
in all, the organizational trajectory of the brain towards the eventual emergence 
of this complex requires roughly two years. It is an organizational achievement 
via the dynamic trajectory of what has been argued as the natural evolution 
of a dynamic system, where Piaget’s “stages” are natural bifurcations along this 
path (van der Maas and Molenaar, 1992; Molenaar and Raijmakers, 2000). It is 
a trajectory leading to the brain’s ability to assume a complex dynamic state, a 
state which allows the simultaneous relation of an event in the past to an event 
in the present, something I have termed an articulated simultaneity. 
	 So, I am sitting on my porch, watching some waving wind chimes, simultaneously 
aware that I bought these chimes as a gift a year ago for my wife, or I am Piaget’s 
19-month old daughter, Jacqueline, who suddenly articulates, while looking at a piece 
of green grass, that this is (that it symbolizes) a “totelle” — the grasshopper (sauterelle) 
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her little brother played with the other day (Piaget, 1954, p. 391). In each case, this 
very “thought” correlating past and present and supposedly underlying this aspect 
of “subject unity” cannot even have come into existence — could not be supported 
— without the dynamic brain state supporting this past–present correlation. How, 
then, can a HOT (thought) be the causally efficacious instrument for this unified, 
past and present-relating consciousness, when the thought itself cannot come into 
being save for a dynamic that underlies this conscious, past–present correlation?
   
Higher Order Last Thoughts

	 As noted initially, Rosenthal makes it very clear that for him, all states, 
conscious and subconscious, are mental states and all mental states have a 
phenomenal aspect. While I find this assertion that “all is phenomenal” to be 
very problematic, Rosenthal admits that we must explain how these mental 
states gain their phenomenal aspect, but he throws up a roadblock to achieving 
an explanation. 

There is a second and I think better way to do justice to [phenomenal mental 
states]; we can do justice to them by explaining why it is we have those subjective 
appearances, and that’s what we do with many other phenomena such as weight. 
We don’t take our pre-theoretical conception of weight to be veridical, we explain 
why we have that pre-theoretical conception. We’re going to have to explain why 
we have those subjective appearances, and supposing those subjective appearances 
are veridical isn’t going to help us give such an explanation. (2012)

Yet we have seen that a perception theory based upon flows is not insisting on the 
“veridical,” rather it is arguing that we always have an optimal specification of the 
external world. The non-rigid ellipse or the wobbly, plastic-like not-cube are optimal 
specifications. But note that these dynamically changing forms are themselves 
“qualia.” The wobbly, elastically changing, sort-of-cube remarkably differs in quality 
from the rigid cube in rotation. Dynamically changing form as being itself, qualia 
— not just the “redness” or “blueness” of the rotating cube or of the wobbly cube 
— is exactly the intuition of Hardcastle as she enumerated her examples of qualia: 
“. . . the conductor waving her hands, the musicians concentrating, patrons shifting 
in their seats, and the curtains gently and ever-so-slightly waving” (1995, p. 1). 
	 This, I should take a moment to note, brings us to the misleading confusion 
I fear is hiding in Rosenthal’s “all is phenomenal” position. If all form is itself 
“qualia,” then our image of the external world is entirely qualia — the kitchen, 
its table with coffee cup, the cup’s whiteness, the spoon stirring, the curtains 
waving — and the question, rather than focusing on accounting for qualia, is 
then more general: it is the question of the origin of the image of the external 
world (Robbins, 2013). This image is that phenomenal experience that the hard 
problem in fact tasks us to explain. But then I can think of no subconscious 
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mental state that qualifies for the phenomenal in the same way as does our 
image of the external world. Seeking the explanation of both — subconscious 
mental states and the conscious perceived world — as the phenomenal in this 
sense, would be truly a misdirected effort. 
	 In any case, while in this discussion of flowing events we have but briefly 
touched the question of the fundamental memory that underlies the perceived 
continuity of these changes (Robbins, 2004), and therefore underlying any 
supposed HOT as well, we are seeing a portion of the global dynamics of the brain 
— that portion responding to these flows — clearly involved in the specification of 
a qualitative form. Further, this portion must be integrally linked, via feedback 
loops, etc., to other coordinate aspects of the event. Imagine for example that 
the rotating cube is translating forwards or backwards across the table’s texture 
gradient, while via the height to texture unit ratio, maintaining its perceived size 
constancy. Or imagine that it is our cubical cup that is rotating while our hand 
is stirring with a periodicity that is in phase with the rotation. Or imagine that 
while stirring, our hand itself is exerting a small force via the spoon to vector the 
(yet size constant) cup slowly towards us. Or, were the cup moving towards the 
cereal bowl, there is that tau ratio specifying severity of impending contact — 
again a complex relation defined over the flow. Is this complex tau relation not 
the actual relation required in yet another HOT (“The cup is about to smash into 
the bowl”) purportedly needed for making this aspect of the scene conscious? 
This is simply to say that in these considerations of the brain’s dynamics re flow 
fields, we are not only seeing the beginning basics of explanation of at least one 
very subjective experience, namely that of dynamic form, but simultaneously 
we are again seeing that many aspects of the event, if not all, must be naturally 
bound in this global state by coordinate information — something deeper than 
abstract, synchronous oscillations. 
	 This principle of complex, coordinate information, I should note, simply reflects 
comments made earlier by Gibson (1966). He asked us to imagine a comb and 
taking our finger and running it down the comb’s teeth. A rippling visual “wave” 
is created as each tooth is successively bent and snaps back, all coordinate with a 
series of staccato sounds, not to mention the haptic-embedded force and feeling 
as the finger passes down the line of teeth, and where each of these modalities is 
releasing information coordinate with the others and all certainly available with 
the global dynamics of the brain while responding to this event. 
	 As we have seen here, in the subject of the unity of conscious experience, these 
dynamic structures of invariance, for which the study is in its infancy, are critical, 
and begin to give us glimpses into the basis by which the brain is tying it all together. 
What co-representational, relational HOTs would look like — given the relational 
information is in fact so dynamic and complex — other than these relations 
themselves as embodied in the brain’s dynamics, becomes very problematic. It seems 
safe to say, as this understanding of the information in events progresses, that the 
notion of co-representational HOTs will become increasingly questionable.
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The Neuroscience of Freedom and Creativity: Our Predictive Brain. Joaquín M. Fuster. 
Cambridge: Cambridge University Press, 2013, 282 pages, $29.99 paperback.

Reviewed by Valerie Gray Hardcastle, University of Cincinnati

	 Since the turn of the last century, an ever-increasing number of psychologists and 
biologists have argued that action and perception are fundamentally connected to each 
other. We perceive so that we can act. Joaquín Fuster has pushed this idea for most of 
his career in neuroscience, collecting evidence that not only do perceptual processes and 
decisions to act inform one another, but also that all of cortical memory is comprised of 
ever-changing, distributed patterns of connections among neurons that have been defined 
by experience. These patterns, which he calls “cognits,” are hierarchically organized 
by depth of complexity and increasing abstraction. These memory networks connect 
neurons across discontinuous cortical regions of prefrontal and posterior association 
cortex. And they overlap each other, such that individual neurons can play a role in many 
different memory networks.
	 This view stands in contrast to what had been the mainstream cognitive science 
assumption: perception, thought, and action each is separable from the other. According 
to this view, discrete cortical areas are devoted to specific cognitive functions; cognition 
is modular, in other words. For example, there are single regions concerned with 
facial recognition or motor programming or working memory, which are only sparsely 
connected to one another. Fuster has repeatedly argued that his networked model, with its 
tightly interconnected yet fluidly determined circuits, is an empirically more viable model.
	 In The Neuroscience of Freedom and Creativity: Our Predictive Brain, Fuster takes his 
perspective one step further and examines what it would mean for our understanding of 
freedom. If the mind just is a collection of cognits, then in what sense, if any, do we have 
a free will, or any other sorts of freedom? Fuster outlines his answer in the book, as well 
as commenting on what this view means for the larger political economy.
	 Fuster has been an innovative force in cognitive neuroscience. His research has been 
groundbreaking. He is less adept at translating his science into philosophy, however. In 
particular, he appears to make the common error of trying to use scientific theories to 
justify his preconceived notions of how things should be, instead of letting the science lead 
him. He is not the only one who makes this type of mistake. Indeed, most people who try 
to save freedom from deterministic science end up being at cross-purposes with themselves.
	 I use addiction as a case study to explore how this plays out in The Neuroscience of 
Freedom and Creativity. I chose addiction as an example because much of what Fuster says 
about it is spot-on and important. But in the end, his view of addiction, like his view of 
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freedom, becomes untethered from the data and winds up being over-simplified. Let us 
start first by reviewing how he understands decision-making and choice in our brains.

The Always Changing Mental Landscape of Cognits

	 Here is how Fuster views human cognition. The association areas in the posterior 
regions of cortex house our perceptual cognits, networks of neurons sensitive to sensory 
information. The frontal association cortex contains executive cognits, networks of 
neurons sensitive to information related to decisions and action. In both regions, cognits 
are hierarchically organized. At the bottom of that organization and in simpler animals, 
cognits are small and relatively uncomplicated, representing minimal percepts and motor 
actions. At the top and in humans, cognits are more complex and represent information 
abstracted from more basic perceptual or executive cognits. 
	 In primitive animals, the perception–action cycle is circular, with little to no internal 
feedback from motor output neurons to sensory receptors. But in higher animals, posterior 
and frontal networks are linked by long reciprocal cortico-cortical connections, which 
support a dynamic perception–action cycle for sequential behavior, like those found in 
speech and problem-solving. The primitive sensory-motor circle has been replaced by a 
perception–action cycle that includes more phylogenetically and ontogenetically advanced 
structures, including the prefrontal cortex. This, more complex, perception–action cycle 
can start anywhere: in the internal or external environment, in the posterior or the frontal 
regions. Moreover, complex, goal-directed behavior can mobilize several perception–action 
cycles at the same time (or in sequence). 
	 Cognits form the basic units of long- and short-term memory. Each new memory becomes 
associated and integrated with concurrent stimuli and pre-existing memories at other levels. 
Moreover, if sensory input starts a perception–action cycle but the subsequent action cannot 
be immediately completed, then short-term or working memory bridges the temporal “gap” 
in the cycle, holding information online until it is needed. The activity of working memory 
occurs in the prefrontal cortex but the items held and used by working memory are stored 
elsewhere. Working memories have the same structure and location as the long-term memories 
to which they refer, for they are just the temporary reactivation of the long-term memories, 
held in the cognits of cortex.  In general, cognits follow Hebbian learning principles and are 
formed through temporally coinciding synaptic events. In Fuster’s theory, however, cognits 
can also be created after just a single event and modified by just a single input.
	 The bottom line is that all decisions or choices that our cortex makes are completely 
embedded in some perception–action cycle or other. “In that manner . . . we choose 
our guiding memories and principles, our venue and means of expression, our friends 
and mates, our goals and rewards” (p. 108). Consequently, according to Fuster’s view, as 
with most biologically plausible views of decision-making, there is no “autonomous and 
mysterious” center that is the repository of free will. 
	 If this is the case, is there any sense in which we can say that we are free? Fuster answers 
yes. And the point of the book is to explain how and why.

Freedom to Choose

	 Fuster thinks of freedom as a freedom to choose. Our freedom is the freedom “to 
choose, to think, to plan, to decide, to do, to undo, or not to do” (p. 111). It is the ability 
of our cortex to deliberate and make choices among alternatives. “Our brain is free to 
choose and act, naturally within the constraints of the nervous system itself and the 
world in which we live” (p. 110). Our cortex selects at every moment among innumerable 
options. Fuster believes that the more choices we have, the more freedom we have.
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	 Of course, each decision is nothing more than a series of causes and effects, determined 
by the laws of physics and chemistry. One would think that, therefore, there is little room 
for anything resembling traditional notions of free choice. Fuster, however, thinks that 
the possibility for freedom “expands” because “most neural transactions, especially in the 
cerebral cortex, are nonlinear and probabilistic, not strictly determined by the self, but 
by changes around us and by decisions of others” (p. 137). The room for free will grows 
even more “if we take into account the enormous multiplicity of influences weighing on, 
if not determining, almost all our decisions” (p. 137). It is this view that I shall challenge: 
that the more complex the causal pathways to a decision, the freer the decision is.
	 Fuster is not alone in his view. Several philosophers argue for a similar perspective: 
that we should understand freedom from a pragmatic, functional perspective; that free 
will just is our ability to choose effectively in an ever-changing environment (cf., Banja, 
2015; Dennett, 1984; Nahmias, 2006). Free will reflects of our capacity to select the most 
adaptive behaviors from a range of possible behaviors before us. As Fuster puts it: “We 
are free inasmuch as the PA [perception-action] cycle, which joins us to the environment, 
can lead us by choice between alternatives to high probabilities of success and low 
probabilities of failure” (p. 110). 
	 Such a view of free will is quite far from what philosophers normally mean when they 
discuss the concept. Perhaps John Banja states this incompatibility best: “In positing 
a contextualized, embodied, adaptive, improvisatory, recurrently vectored interaction of 
sensory inputs and behavioral outputs, the evolutionary account redefines the ‘free’ of 
free will in a way that bears little resemblance to the philosophical tradition’s compatibilist 
versions relying on contra-causal willing” (2015, p. 10). Instead of defining freedom as 
being able to do or choose otherwise under the identical conditions, Fuster, like Banja, 
ties freedom to current actions and actual possibilities. This does not mean that freedom 
is connected to conscious deliberation, however; according to Fuster, choices are “to a 
large extent biased if not determined by some circumstances of the moment and some 
unconscious motives” (p. 186). Just your brain being able to choose among alternatives is 
enough for freedom.
	 Where Fuster departs from other philosophers who promote this view is in how he 
applies it to particular cases. In particular, he diverges from others in the analysis of 
decision-making in cases of addiction. Do persons with addiction freely choose to use, or 
do they become slaves to their substances of abuse? Most philosophers hold that persons 
with addiction remain free; Fuster does not. The differences between the two analyses 
are instructive. A slightly deeper dive into the neuroscience of addiction will help us 
understand addiction's neurobiological mechanisms as well as why this view of freedom 
as choice is, at bottom, problematic.

The Freedom to Use

	 Equating freedom to choice for most philosophers means that persons with addiction 
are responsible for their actions, for at each choice point, there is a very real sense in 
which the individual could have elected not to use or abuse. Such a perspective is not 
out of bounds — indeed, most psychologists believe that persons with addiction are 
responsible for the consumption of their drugs of choice (Buckwalter, 2014; see also 
Uusitalo, 2015), and most community-based treatment programs are predicated on the 
idea that persons with addiction can and do choose to use; hence, they can choose to 
stop. Insofar as people can alter their behavioral choices in response to environmental 
information such that they are able to select the most adaptive or useful, then that ability 
points to a version of freedom that they have. They are free in so far as they can choose 
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behaviors that promote survival over those that do not (or do not as much), regardless of 
whether they actually make the most adaptive choice.
	 In contrast, Fuster holds that, “Drug addiction is the clearest example of freedom 
mindlessly exercised to its own demise” (p. 116). The reason is that, “As dependency 
increases in the addict, the PA [perception–action] cycles guiding normal behavior 
drop out. At the same time, the cycle of addiction to the drug restricts itself ever more 
tightly in drug-seeking behavior. That behavior becomes associated with concomitant 
sensory stimuli in the creation of new cognits. . . . By . . . associative retrieval, the stimuli 
by themselves trigger irresistible drug-seeking behavior; a pathological perception–action 
cycle driven by positive feedback” (p. 116). In sum, addicted persons' “decisions are far 
from free, in that there are few alternatives to their abnormal behavior” (p. 129). 
	 Fuster’s views echo the tenets of the so-called disease model of addiction. He is in 
good company, in that the disease model of addiction has received widespread support 
across a range of expert institutions, including the United States National Institute on 
Drug Abuse (1999, 2009), the World Health Organization (2004), and the American 
Psychiatric Association (2013). The position of the United States National Institute on 
Alcohol Abuse and Alcoholism (2013) is that “alcoholism is a disease in which voluntary 
control of behavior progressively diminishes and unwanted actions eventually become 
compulsive. It is thought that the normal brain processes involved in completing everyday 
activities become redirected toward finding and abusing alcohol.” 
	 This view has also made its way into lay approaches to explaining addiction, including 
what is advocated in Alcoholics Anonymous, Narcotics Anonymous, and other similar 
community support groups. For example, the on-line popular medical site, MedicineNet.com 
(2015), asserts that “Alcoholism is a disease. The craving that an alcoholic feels for alcohol 
can be as strong as the need for food or water. An alcoholic will continue to drink despite 
serious family, health, or legal problems. Like many other diseases, alcoholism is chronic, 
meaning that it lasts a person's lifetime; it usually follows a predictable course; and it has 
symptoms. The risk for developing alcoholism is influenced both by a person's genes 
and by his or her lifestyle.” For each of these institutions, addiction is seen as a chronic, 
neurobiological pathology that robs its victims of their ability to control their behavior 
with respect to their substances of abuse.
	 Indeed, some researchers consider a failure to inhibit drug-seeking and drug-consuming 
behaviors the very definition of addiction (e.g., Fillmore and Weafer, 2004; Finn, 
Sharkansky, Brandt, and Turcotte, 2000; Lyvers ,2000). Others, however, do not find this 
view persuasive. Echoing the arguments of Thomas Szasz (1974a, 1974b) to distinguish 
between those “disabled by living” and true illnesses, Hannah Pickard, for example, claims 
that addictive behaviors are in fact not compulsive. She notes that “drug-seeking and 
drug-taking behavior appears to be deliberate, to be flexible, and to involve complicated 
diachronic planning and execution” (2012, p. 43). The notion of compulsion, however, 
denotes an irresistible desire, one “so strong that it is impossible for it not to lead to action. 
The compelled person has no power to do otherwise” (italics hers, p. 42). True actions — 
and not reflex or automatic movements — require alternatives in behavior. True actions 
require choice, but genuine choice belies the notion of compulsion. 
	 Pickard supports this conceptual argument with biological considerations. She 
contends that there is nothing in neurobiology that suggests that there is something 
fundamentally different about desires for a substance of abuse than any other desire, 
though they might be stronger and more insistent than ordinary wants (see also Dill and 
Holton, 2013). Nor does the neurophysiology of addiction suggest that control gets lost. 
	 I believe, though, that Pickard’s descriptions are inaccurate. Generally, when 
psychologists and psychiatrists speak of compulsive behaviors, they are not referring to a 
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behavior that cannot be controlled under any or even most circumstances. Even the tics 
of Tourette’s syndrome or Obsessive–Compulsive Disorder can be resisted for a while. 
Instead, clinicians use “compulsion” to refer to behaviors that persevere despite adverse 
consequences or despite being the incorrect response in choice situations (the term can 
also refer to the persistent re-initiation of a habitual behavior; cf., Everitt and Robbins, 
2005). Persons with addiction are compulsive in this sense of the word; Fuster is right 
about this.
	 However, what I find significant about addiction is not the compulsive drug-seeking 
behavior, but rather that the affective–cognitive functioning of the individual as a whole 
is significantly impaired. Hence, Fuster’s suggestion that “drug addition is equivalent to 
adding a new drive to the organism, as compelling as any other, and more destructive 
than all” (p. 116) is not quite accurate either. Addiction is not a new drive in an otherwise 
normal brain, nor is it “an all-consuming PA [perception–action] cycle that heavily restricts 
the freedom of the patient” (p. 116), as he also suggests. Instead, addiction changes the 
very structure of the brain, altering the possibilities of perception-action cycles.
	 Brain-imaging studies of persons with addiction show physical changes in areas of 
the brain associated with judgment, decision-making, learning, memory, as well as with 
inhibitory control (Fowler, Volkow, Kassed, and Chang, 2001). Cortical degradation in 
persons with addiction underlie impairments in problem-solving and cognitive flexibility, 
which are also relevant to understanding why persons with addiction behave the way they do 
(Fein, Klein, and Finn, 2004; Fein, McGillivray, and Finn, 2006; Pfefferbaum, Desmond, 
Galloway, Menon, Glover, and Sullivan, 2001). In addition, they have difficulties with 
evaluating their environment and then selecting the most effective response strategies (cf., 
Oscar–Berman and Marinkovic, 2007). In short, substance abuse impairs executive and 
motivational functioning in general, which in turn affects self-regulation and goal-directed 
behaviors. These changes impact the rate, amount, and time of addictive consumption, but 
they also affect a whole range of other activities. For example, intoxication, reduced impulse 
control, and aggression are highly correlated with a range of chemical addictions. 
	 Nevertheless, these changes to executive and cognitive functioning do not support the 
view that persons with addiction are not free to choose, as one might think. Banja (2015) 
argues that persons with addiction do indeed freely choose to use because they could 
engage in practices that would diminish the chances that they would act on their cravings, 
yet they do not. Prior decisions to control behavior might entail that later decisions and 
actions were not compelled. This in particular is the way the criminal justice system 
justifies holding drivers responsible for driving under the influence of drugs or alcohol: 
even if drivers were not in control of their decision-making faculties at the time of their 
arrest, they were in control back when they were sober and decided to consume with their 
car keys available.
	 I might decide to forgo purchasing chocolate at the grocery store now to prevent myself 
from absent-mindedly eating it later in the evening while watching TV. I have freely 
and deliberately arranged my environment such that acquiring candy at a later decision-
point becomes more onerous, which would then influence my decision about eating 
the sweets. The suggestion is that we freely choose those sorts of environment-arranging 
activities, which then trickle down into our being responsible for the later outcomes of 
our environmental arrangement. Banja, Pickard, and others, argue that persons with 
addiction could choose to arrange their environments such that they can’t use.
	 Can persons with addiction actually choose in this manner? I argue that they are just 
as free (or as not free) as the rest of us are in those circumstances. Which is to say: most 
people do very poorly in trying to arrange their environment so that they force certain 
choices or behaviors later.
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	 Directly opposed to Pickard and Banja, and in line with Fuster, I advocate taking the idea 
that addiction is a complex chronic illness very seriously, and this means that it should be treat-
ed in a fashion similar to other complex chronic illnesses. Consider: substance-use addiction 
has been tied to a complex interaction among genes, individual choices and behaviors, and 
the surrounding environment, which results in very specific pathophysiologic responses 
(see also Levy, 2013). So have type 2 diabetes mellitus, hypertension, and adult-onset asthma 
(McLellan, Lewis, O’Brien, and Kleber, 2000). Tolerance (or intolerance) for alcohol, for 
example, appears heritable (Chao, Kiou, Chung, Than, Hsu, Li, and Yin, 1994; Newmark, 
Friedlander, and Thomasson, 1998; Schuckit, 1994; Schuckit and Smith, 1996). However, 
the risk factors for diabetes and hypertension (e.g., obesity, stress, and inactivity) are also 
all strongly linked to family traditions, culture, and personal preferences (e.g., Mitchell, 
Kammerer, Blangero, Mahaney, Rainwater, Dyke, et al., 1996; Svetkey, McKeown, and Wilson, 
1996), just as are addicted persons’ original decisions to consume alcohol or drugs. In all 
these cases, while the initial choice to consume or eat excessively or forgo exercise is perhaps 
voluntary, genetic inheritance as well as the sociocultural environment amplify and shape 
the effects of these decisions. 
	 Importantly, diabetes, hypertension, and asthma require continued care through the 
patients’ lifetimes. There are medical treatments for these ailments, to be sure, but, similar 
to recovery from addiction, treatment success also depends upon a patient’s willingness to 
adhere to particular regimes. And compliance is an issue across these illnesses. Less than 
30% of patients with adult-onset diabetes, hypertension, or asthma observe the diet and 
behavioral changes required to reduce the risk factors for recurrence (Clark, 1991; Dekker 
et al., 1993; Graber et al., 1992).1 More importantly, “relapse” rates are similar across these 
illnesses as well. Up to 50% of adults with diabetes and somewhere between 50 and 70% 
of adult patients with hypertension or asthma have recurrent symptoms each year that 
require medical care (Clark, 1991; Dekker, Dielemann, Kaptein, and Mulder, 1993; Graber, 
Davidson, Brown, McRoae, and Woolridge, 1992; Schaub, Steiner, and Vetter, 1993). 
These rates are virtually identical to what we find with persons with addiction: somewhere 
between 40 and 60% of patients treated for alcohol or drug dependence return to active 
use within a year of some treatment intervention (Finney and Moos, 1992; Hubbard, 
Craddock, Flynn, Anderson, and Etheridge, 1997; McLellan and McKay, 1998). 
	 The point here is that for persons with addiction, prior control of their decision-making 
regarding whether to consume, is virtually identical to what we find in other complex, 
chronic illnesses. These patients are not very good at arranging their environments to 
encourage compliance with their treatment regimens. Of course, one could also conclude 
so much the worse for all chronically ill patients. One reason that they are all ill is that 
they have repeatedly made very poor decisions about their behaviors and now have to 
suffer the consequences. 
	 But wait, there is more. If we look at other cases of putative historical control that do 
not involve illness, we still see similar patterns of failure. For example, almost 16% of 
professional football players in the United States file for bankruptcy during their first 12 
years after retirement, despite having earned an average of $3.2 million (in 2012 dollars). 
Neither the amount of money earned nor the years spent playing affect the likelihood of 
filing for bankruptcy (Carlson, Kim, Lusardi, and Camerer, 2015). This rate is comparable 
to the bankruptcy rates for all Americans of the same age. Even though pro-football players, 
unlike most young adults, accumulate great wealth, many fail to organize their environments 
such that they would have appropriate resources upon retirement. And they do this, despite 
knowing full well that their sports careers are likely to be brief.

1And, just as with addiction, outcomes are poorest among those with low socioeconomic status, few 
family or social supports, or other psychiatric disorders (Gerstein and Harwood, 1990; McLellan et 
al., 1994; Moos, Finney, and Cronkite, 1990; National Institute on Drug Abuse, 1999). 
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	 But there is nothing special about football players’ lack of ability to translate sudden wealth 
into financial security. Lottery winners fare even more poorly; they file for bankruptcy at 
twice the rate of the broader population (Hankins, Hoekstra, and Skiba, 2011). The United 
States Certified Financial Planner Board of Standards estimates that nearly a third of lottery 
winners will go bankrupt at some point after winning (cf., Anderson, 2012).
	 When we think about how many people begin diets on 1 January, only to have them end 
on 2 January; how many people have idle gym memberships, unused running shoes, yet 
plans for regular exercise; when we consider that almost 70% of Americans are overweight 
or obese, yet less than 20% meet the federal guidelines for exercise (National Center for 
Health Statistics, 2015; National Institute of Health, 2012); we can surely conclude that 
the sort of historical control that Banja adumbrates just does not reflect the abilities of the 
majority of humans. We are not very good at sacrificing short-term rewards for long-term 
goals, even when operating at full cognitive capacity. Is it theoretically useful to claim that 
so many of us are freely irresponsible? Perhaps a different way of describing human decision-
making and a different approach to understanding freedom is warranted.

Constrained Choices

	 Fuster is sensitive to the idea that we are not very good at the sort of cognitive control 
that Banja and Pickard propose. He discusses this concept in terms of “delay discounting”: 
the idea that the depreciation of the value of a reward is positively related to the time that 
it takes to be received, or, perhaps simpler, it is the devaluing of future outcomes relative 
to present outcomes. Fuster agrees that delay discounting belies freedom; however, in 
line with Banja, he believes that this sort of lack of control indicates a weak will and 
is endemic in contemporary society, instead of reflecting normal human behavior and 
typical decision-making. It’s what wrong with the world today — we are coddled by social 
programs, and, as a result, we do not learn how to plan effectively and then act upon 
those plans: “In a very real sense, delay discount and short-term thinking rob the liberty 
of the modern citizen to plan for his future. The traditional value of saving for security is 
sabotaged by official assurances and insurances” (p. 123). For persons with addiction, the 
implications can be deadly: “the lack . . . of responsibility leads to enslavement, a total and 
sometimes fatal loss of liberty” (p. 213).
	 Perhaps unfortunately, Fuster pushes this line to support of his own political views: 
“Consumer society has regressed to financial immaturity and short-term decisions aided 
by the welfare state with its ‘entitlements’” (p. 122). But of course when one is discussing 
biological arrangements that have been set down by evolution, the time course in which 
we should consider human behavior is much, much longer than Western democratic 
society. That is barely a blip on our historical timeline and our behavior should be 
discussed and measured across our full history, not just the past 250 years. Indeed, so 
far as I can tell, no one really knows what causes delay discounting (cf., Angott, 2010), 
though its effects are well documented across a spectrum of human cultures and decision-
making types. Why we discount delays in reward is, of course, an empirical question, and 
we should treat it as such instead of using it to support a broader agenda.
	 So: here is where we stand. Humans, in general, are very poor at selecting the best 
option for action among a range of choices. In particular, we are very poor at postponing 
gratification when it would be better in the long run to do so. This is true of persons with 
addiction. It is also true of the rest of us. For reasons unknown — though it is tempting 
to dream up just-so stories of how our decision-making faculties evolved when life was 
nasty, brutish, and short — this is just how we are. There seems to be consensus among 
those who advocate for a view of freedom based on making adaptive behavioral choices 
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from a range of alternatives including that being constrained in decision-making reduces 
one’s freedom. The more constrained we are, the less free we are. I conclude: given this 
definition of freedom, and given what we know about human psychology, we are not 
terribly free creatures.
	 Let me suggest that it might be more useful for science and theoretically more effective 
to understand human decision-making as the multifarious and complex process that it is, 
and leave it at that. At bottom, trying to divine who is freely deciding and under what 
conditions is a fool’s errand; it is not getting at anything meaningful from a psychological, 
sociocultural, or biological point of view. It is better to recognize that our best science 
tells us that human choice is driven by hundreds, if not thousands, of influences and is 
filtered by brains that have been formed and deformed by genes, environment, and previous 
decisions and behavior, and then end there. Philosophy’s traditional versions of free will 
might be moribund, but so too are the biologically driven ones. The concept itself is simply 
inapplicable to the complex social, psychological, biological creatures that we are. 
	 Fuster has written an accessible book that describes his views on the interconnectedness 
of perception, memory, and action quite well. His work has been part of a larger 
theoretical perspective and research agenda that has fundamentally reshaped cognitive 
neuropsychology over the past several decades. However, his foray into philosophical 
accounts of freedom is less successful. In the end, I do not see this as his failing. Rather, 
the concept of human freedom itself is incoherent, and Fuster’s book does much to 
illustrate the great difficulties one has in trying to wedge this idea into science. Ultimately, 
I believe that this is a project that is doomed to disappoint.
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Psychology Gone Astray: A Selection of Racist and Sexist Literature from Early Psychological 
Research. Charles I. Abramson and Caleb W. Lack (Editors). Fareham, Hampshire, United 
Kingdom: Onus Books, 2014, 362 pages, $29.99 paperback. $9.99 Kindle.

Reviewed by Brady J. Phelps, South Dakota State University

	 In the introduction to this unique book, the Editors of Psychology Gone Astray: A Selection 
of Racist and Sexist Literature from Early Psychological Research, make the point that “ . . . as 
academic psychologists, we were surprised how few students, and even colleagues, knew 
about this chapter in the history of psychology” [p. 1],1 referring to the involvement of 
early psychological researchers in the conduct and perpetuation of blatantly racist and 
sexist theory. The depth and breadth of coverage in this volume is unique, not just for 
what is presented but for the pragmatic nature of the presentation. The Editors uncover 
unpleasant facts, but do not leave the reader to walk away offended. Their challenge is 
presented in the form of a number of thought-discussion questions and activities for 
more deeply-engaged students. If used diligently, the discussion questions and activities 
would likely secure a sizable percentage of students to see beyond the offensiveness of 
this literature, and to see why the writers and researchers of this period were just “doing 
science” as the psychological science of that day was conducted. The discussion questions 
could help students adopt what has been termed an historicist view of history instead of 
the more easily adopted presentist view or hindsight (Seidman, 1983; Stocking, 1965).  
	 In assuming a historicist posture, the discussion questions and exercises allow one to 
view these as much more than just archaic, crude sexist and racist writings. The Editors 
also present a cogent overview of methodological issues in comparative research and pose a 
question that more psychologists need to ponder: “What is it that makes a field of study a 
science?” [p. 21]. This reviewer thinks that far too many psychologists would simply answer 
with something like “the use the scientific method” or “the use of inferential statistics and 
hypothesis testing.” Abramson and Lack lead the reader through a stronger case for what 
makes a field of study a science, with the examination of five key features: the purpose, 
the variables, the design, the results, and the presence or context of other factors that may 
influence the method. The Editors’ discussion of methodological issues provides important 
context within which to read these primary sources of early psychological research. As 
Boring (1950) argued, an understanding of history requires an understanding of the larger 
historical forces operating upon the individuals who lived in a particular time and culture. 
The individuals who conducted these studies and authored these papers were probably not 
racist or sexist in any way out of the ordinary, in their zeitgeist. They were simply conducting 
research as scientists of their day went about the practice of science. 

Correspondence concerning this review should be addressed to Brady J. Phelps, Professor of 
Psychology, South Dakota State University, Scobey Hall Box 504, Brookings, South Dakota 57007. 
Email: Brady.Phelps@sdstate.edu

1All page numbers in brackets [ ] refer to pages in Psychology Gone Astray.		
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	 As for the actual writings presented, Abramson and Lack include over 20 primary sources 
by prominent psychologists and theorists, ranging from James Cattell to William McDougall 
and to Alfred Binet’s assistant, Theodore Simon. Also included are now-recognized early 
feminist psychologists such as Leta Hollingworth and Helen Thompson Woolley. The 
various primary sources can be roughly grouped into categories of research articles on racial 
and or ethnic differences in abilities, sex differences in abilities, and questions regarding 
the inheritance of mental abilities and or the measurement of intelligence. Finally there 
are a number of eugenics-slanted articles on the issues of insanity, inferiority, and/or 
“degeneracy” in women, American Indians, Latinos (Mexicans), Africans (Negroes), Jews, 
various European groups, and poorly defined groups such as different European “races” 
and “savage races.” 

Race

	 Theoretical stances conceptualized as empirically-supported hypotheses of “racial 
inequality” based on evolutionary theory (Dennis, 1995) were used by Galton, Spencer, 
and others, but Darwin himself was not involved nor concerned with this; he more directly 
contributed to the issue of race with his 1871 work The Descent of Man. The Editors of this 
volume present a quote from Darwin’s (1839/1996) Voyage of the Beagle: “If the misery 
of our poor be caused not by the laws of nature, but by our institutions, great is our sin” 
(p. 503). Considering that “the poor” more likely included racial minorities and other 
disadvantaged or disenfranchised groups such as non-English speaking immigrants, the 
apparent tone of Darwin does not come across as racist or hereditarian. However, in other 
places, Darwin described the people of Patagonia and the Tierra Del Fuegan archipelago 
in subhuman terms (Darwin, 1839/1996, p. 213). Other writers have argued that Darwin 
also contributed to the sexism of the zeitgeist. Shields and Bahtia (2009) concluded that 
“He [Darwin] believed that the intellectual, sensory and physical capacities of females 
were inferior to those of males, across the board” (p. 114). One has to put that quote in 
a historicist perspective; in the mid-nineteenth century, relatively few men would have 
viewed women as equals. Darwin’s positions here did not represent outliers. 
	 Abramson and Lack present a very thorough and methodically researched lead-in with 
their introduction to the actual writings. Race psychology, also known as “empirical 
racism,” was closely tied to the “science” of eugenics; these articles come across as the 
least empirically supported, but besides eugenics’ caricature of theory, the “variability 
hypothesis” is a recurring theme. The arguments of the variability hypothesis are that 
the normal distribution of male traits and abilities had significantly more variation than 
the distribution of female traits and abilities, i.e., the distribution of female abilities 
was represented by a much narrower bell curve, with far fewer women ever displaying 
superior ability or traits characterized as eminence. While this means that more men 
would be represented at the lower end of the normal distribution, men would also be 
over-represented at the highest part of the distribution (Noddings, 1992). Surprisingly, 
at least to this reviewer, in this small sample of the relevant literature, more than one 
writer made reference to Lloyd Morgan’s (1895/1903) thoughts as justification for their 
conclusions. The Editors point out the a priori assumptions of theorists who presented 
non-falsifiable interpretations of their findings. 

Sexism

	 An example of mainstream early 1900s sexist psychological science is an article by James 
Cattell (1903), presenting his list of the 1,000 most eminent men from 600 BC to the first 
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half of the nineteenth century. Cattell explained that he arrived at his list of eminent men 
by searching various popular biographical dictionaries and encyclopedias from America, 
England, France, and Germany. Since he was developing a list of eminent men, Cattell 
admitted that women simply do not have an important place in his compilation of names 
from other lists, women being represented by only 32 individuals. He explains that with 
the exception of the poet Sappho, “. . . women have simply not excelled in poetry or art” 
[p. 61]. Furthermore, according to Cattell, the areas of art and poetry are environments in 
which women should find a favorable milieu. Cattell appealed to the then-popular belief of 
the variability hypothesis (Noddings, 1992) as justification for his findings and conclusions. 
	 In contrast, Woolley (1914) rebutted the burgeoning literature on the variability 
hypothesis. “During the four years since my last review of the literature of the psychology 
of sex, the number of experimental investigations in the field has increased to such an 
extent that whereas it was difficult at that time to find anything to review; it is now 
impossible to review all I could find” [p. 167]. In another of the primary sources 
reproduced by the editors, Hollingworth (1916) also disproved the variability hypothesis, 
concluding, as had Woolley, that the supposed greater variability of males was simply not 
found in the existing data.

Eugenics

	 Burt (1912) presented the eugenics perspective in his review of the inheritance of 
“mental characters,” which appears to refer to both mental abilities and capacities and 
the likelihood of enduring improvement in these as a result of the environment. Burt 
made three assertions: eminence and genius are strongly inherited, feeble-mindedness is even 
more strongly inherited, and that the effects of the environment (i.e., training, educational 
experiences, etc.) on specific practices are very limited, with no generalization to other 
mental abilities. Burt (1912) noted Lloyd Morgan as a competent authority on evolution 
and mental faculties being subject to selection in one individual’s lifetime but not being 
inheritable by the offspring. 
	 Morgan’s canon is used as a justification by several writers. Morgan’s canon stated 
that “In no case may we interpret an action as the outcome of the exercise of a higher 
psychical faculty, if it can be interpreted as the outcome of one which stands lower in the 
psychological scale” (Morgan, 1895/1903, p. 59). One researcher went so far as to suggest 
a “canon of racial psychology” based on Morgan, and this suggestion is given the rationale 
of guarding against racial bias, e.g., by Garth (1921): “In no case may we interpret an 
action as the outcome of the exercise of an inferior psychical faculty, if it can be interpreted 
as the outcome of the exercise of one which stands higher in the psychological scale, but is 
hindered by lack of training” [p. 219]. Despite this cautionary posture he concluded that 
“mixed blood” Indians tended to achieve higher measures than “full blood” Indians on a 
variety of tests. Garth doubted that any equality of school attainment would remove the 
differences between the groups.
  
Sterilization and Infanticide

	 This review has left some of the worst for the last. Amongst the more inflammatory 
and racist arguments made by the eugenicists, the literature lacked any pretense of 
scientific research and simply argued that something radical had to be done about the 
social problem of increasing numbers of degenerate “idiots” and the insane. The British 
physician, R. R. Rentoul (1910–11) pleaded that, “ . . . we can, by sterilizing a large number 
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of mental degenerates, people classified as habitual criminals, and vagrants, lessen the total 
of this world’s suffering . . . ” [pp. 79–80]. Rentoul’s statements, made in Great Britain, were 
hardly cultural aberrations. To properly contextualize the eugenics position from a presentist 
perspective, consider what the revered American jurist Oliver Wendell Holmes concluded 
in 1927. Holmes argued that society should not wait for the inevitable outcome of non-
intervention in affairs of genetics and human reproduction: “It is better for all the world, 
if instead of waiting to execute degenerate offspring for crime or to let them starve for their 
imbecility, society can prevent those who are manifestly unfit from continuing their kind” 
(Buck v. Bell, 1927, p. 274).  
	 Abramson and Lack present the a priori bearing of these writers and one of the most 
illustrative is that Kenealy (1911). This writer argued that a case of a robustly healthy and 
fit infant, born to sickly and unfit parents, while initially presenting a quandary for the 
eugenicists, actually represents an instance of “devolution.” “A degenerate, in short, may 
be defective and patently abnormal, or he may be a mere revision to a former and inferior 
type. . . . One which was perhaps normal to an antecedent evolutionary epoch in the stock 
from which he sprang . . . ” [p. 82]. According to Kenealy, once in the very remote past, 
the single-celled amoeba possessed a “latent aspiration” to evolve, to become human, and 
in the present, the aspiration of the single-celled organism is now fact. The cells, however, 
making up the human, can lose touch with the vital aspiration and undergo de-evolution, 
or as Kenealy (1911) said: “The moment, however, that the cells . . . conform, without 
protest of pain or of disability, to a lower grade of being, Devolution has begun. In that 
moment, man, having emerged from, has taken the first step in reverting to, the single-
celled amoeba. My ‘healthy’ infant, his cells ceasing to aspire, and conforming without 
protest to the lower grade to which they have relapses, has turned back his face to the 
darkness whence his kind have come” [p. 84]. 
	 Abramson and Lack accurately represent the attitude of the literature from 100 years 
ago, and expressly capture the tone of the original sources. Instructors and students rarely 
read primary literature, let alone primary sources such as represented here. Nothing can 
properly reflect the timbre of such empirical racism and sexism as the writers themselves. 
Not all undergraduate students will be able to contextualize this literature. This volume 
could more likely be used by an instructor of an Honors course in the History of Psychology 
and or a similar course in the History of Ideas or the History of Discrimination.
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Propriety and Prosperity: New Studies on the Philosophy of Adam Smith. David F. 
Hardwick and Leslie Marsh (Editors). New York: Palgrave Macmillan, 2014, 302 pages, 
$115.00 hardcover.

Reviewed by Maria Pia Paganelli, Trinity University

	 I recently reviewed the literature on Adam Smith and the Scottish Enlightenment 
(Paganelli, 2015). What I found is that Adam Smith is very much alive and studied but 
in ways different from the past. Smith is engaged in current debates not just in historical 
ones. Scholars wish to understand what Smith said to his contemporaries but also, and 
especially, what he can tell us today. Smith’s ability to converse with us today is also 
reflected in his ability to converse with different audiences. His background, education, 
and interests covered most of the spectrum of knowledge. So today he can have something 
to say to everyone, well, to many at least. 
	 Propriety and Prosperity: New Studies on the Philosophy of Adam Smith, edited by David F. 
Hardwick and Leslie Marsh, is an example of this recent trend. The editors are based in 
a medical school and claimed to be interested in Smith because they are actively involved 
in science, markets, and interactions with philanthropic institutions as well as the 
government, and in issues related to complexity, emerging orders, distributed knowledge, 
institutional design and bounded rationality (p. 2).
	 Therefore the volume presents a slightly different picture of Smith than the one a “regular” 
Smith scholar would expect. While the depth is at times questionable, the breadth is definitely 
a strong point of the Smith presented in this book. The Smith we find in this volume is 
a Smith who can comfortably talk to his contemporary Scottish philosophers (Gordon 
Graham), to his French immediate predecessors and contemporaries (Laurent Dobuzinskis), 
to his French contemporary translators such as Sophie de Grouchy (Spyridon Tegos), as well 
as to today’s scholars interested in, say, trust and trustworthiness in the field of behavioral 
experiments (Roger Frantz), or in self-deceit and in cognitive biases (Jonathan Wight), or to 
scholars interested in understanding sympathy and empathy and their differences (Joshua 
Rust as well as Gloria Zuniga y Postigo), or sensory perception (Brian Glenney). 
	 The Smith we find in this volume is also a Smith that lets us use different styles of 
conversation. On the one hand, Jack Weinstein uses his personal experience with his dog 
to show that Smith’s claim that humans behave differently from other animals does not 
hold today. On the other hand, Eugene Heath uses a meticulous and superb scholarly 
analysis of the meaning of metaphors, both in Smith and in general, to understand the 
meaning of “the invisible hand.” Similarly, this Smith is able to sustain a conversation on 
the beaten paths of the “Adam Smith Problem” (Lauren Hall) as well as on the uses and 
abuses of the “invisible hand” (Gavin Kennedy).

Correspondence concerning this review should be sent to Maria Pia Paganelli, Department of Economics, 
Trinity University, One Trinity Place, San Antonio, Texas 78212. Email: mpaganel@trinity.edu
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	 The last essay of this collection, in my view, is the scholarly work that most captures, even 
if possibly unintendedly, the spirit of the book and the image of Smith that emerges from it. 
Craig Smith situates Adam Smith in his time, carefully dissects him, and sees what can and 
what cannot be used in today’s context without subjecting poor old Adam to unnecessary 
and uncalled for violence. Craig Smith uses the idea of social or distributive justice to 
show how we too easily want Adam Smith to agree with us, so we too often do not listen 
carefully to what he is saying. Adam Smith does not talk about social justice so asking him 
about it is asking him the wrong question. For us, social justice is a sort of combination 
of justice, benevolence, and “police,” but for Adam Smith justice, benevolence, and 
police are three separate and non-compatible things.  Justice is a necessary component of 
society and emerges from resentment. Benevolence is not necessary for society. It is just a 
nice ornament of it, and it arises from our humanity, not from our resentment. Policies 
emerge from expediencies, not from resentment, not from humanity. Policies are enforced 
coercively, while justice takes the form of rules, and benevolence is voluntary.  Talking about 
distributive justice in (or with) Adam Smith may therefore be misleading unless we are 
willing and able to listen carefully to what he is saying.
	 The volume, through its strengths and weaknesses, is in this sense a contribution for 
Smith experts and non-experts alike: it tells us that we can still comfortably engage in 
conversations with Adam Smith. But like in any conversation, we need to listen carefully 
to our interlocutor.
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The Feeling Body: Affective Science Meets the Enactive Mind. Giovanna Colombetti. 
Cambridge and London: MIT Press, 2014, 270 pages, $42.00 hardcover.

Reviewed by Patrick Seniuk, Södertörn University, Stockholm

	 Giovanna Colombetti’s book, The Feeling Body: Affective Science Meets the Enactive Mind, 
is a novel contribution to the affective science literature addressing emotion theory.1 Her 
book critically leads readers through several influential theories that developed out of early 
scientific research on emotions. She re-evaluates the conceptual veracity of these theories 
(and their legacy) on their own terms, as well as from within the contemporary context of 
affective science. This context, whose goal posts have shifted substantially on the heels of 
post-modern theory, continues to be redefined under the emergent influence of approaches 
such as that of enactive mind and embodied cognition. Colombetti taps into the bodily-
inspired zeitgeist by incorporating philosophical phenomenology as a way to exploit the 
theoretical and experiential shortcomings she attributes to traditional theories of emotion. 
The book is successful, if viewed as a cogent survey of the theoretical landscape in affective 
sciences. The phenomenologically inspired chapters on embodiment, however, are less 
auspicious. While enactivism and embodiment share a theoretical affinity, the book fails 
to deliver an exacting synthesis of these two perspectives. With this in mind, my review 
explores Colombetti’s unique conceptualization of affective intentionality, followed by a 
discussion of the phenomenological shortcomings found in Chapter 4.
	 According to the picture sketched by Colombetti, the science of emotion has tended 
toward a basic dichotomy between physiological and psychological explanatory frameworks. 
This division includes theories that ostensibly attempt, but fail, to synthesize both aspects in 
a holistic model. To properly appreciate the nature of emotions, Colombetti argues that the 
best way to illustrate that emotions are dimensional, dynamic, and embodied, is to adopt the 
enactive mind approach (with a phenomenological sensibility). She stipulates that a robust 
conception of emotions should bear fidelity to the way emotional episodes are experienced 
by an agent, something she believes traditional theories of emotion have failed to take 
seriously. Keeping with the trend of embodiment in the cognitive sciences — with help from 
phenomenological philosophy — Colombetti is committed to the premise that the body is a 
necessary pre-condition providing humans the capacity for emotional experience. 
	 The term “affect” has acquired a conceptually broad and fluid meaning across various 
academic disciplines. Colombetti’s approach to affect retains that broad quality, but stipulates 
the sense it is intended to index, namely that to be affected is to display  “a lack of indifference 
[ . . . ] and a sensibility or interest for one’s existence” [p. 1, emphasis original]. The first chapter 
is an attempt to delineate the conceptual boundaries of affect, which results in the novel 
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formulation of “primordial affectivity,” a concept that anchors the entire argument of the 
book. Unsurprisingly, primordial affectivity dovetails well theoretically with enactivism and 
phenomenology. Primordial affectivity is a feature common to all living organisms, and is 
characterized by an organism’s world-directed striving or purposefulness. Colombetti contends 
that “even the simplest living systems have a capacity to be sensitive to what matters to them, 
and in this sense they are affective” [p. 2]. Simply stated, to be affected is to move or be moved 
by something in the world. It is important to note that the argument does not claim all living 
systems are conscious, “rather, the simplest living systems already realize a relationship with 
themselves and the world in which they are situated that entails purposefulness and concern 
for their existence” [p. 2]. 
	 Although there is certainly a resemblance to Heidegger’s ontological structure of care, 
primordial affectivity is inspired first and foremost by the work of Spinoza, Miran de 
Baine, and Michel Henry. It also refers to an organism’s capacity to enact sense making 
(meaningfulness) in its environment; it also refers to a domain of existence that the 
influential theories of emotion have failed to incorporate into their explanatory models. 
The consequence, according to Colombetti, is that affective science has operated (and 
continues to do so) from too-narrow a conception of affect. Contrasted with embodied 
agents who are sensitive to their surroundings, explanations of emotion that emphasize 
the primacy of higher-level processes in appraisal, action, and decision-making are not 
confirmed by the way in which emotion is experienced. As such, many traditional accounts 
of emotion fail to acknowledge that organisms (including humans) do not manifest 
autonomy in the world as passive or neutral beings. Instead, they enact autonomous 
behavior by self-organizing and adapting according to the demands of their surroundings, 
from which a meaningful relation between organism and world is engendered without 
the mediation of cognitive or mental acts, a necessary requirement often postulated by 
affective scientists in order to elicit “meaning.”
	 The second chapter is a testament to the breadth of Colombetti’s expertise in the 
area of emotion theory. She analyzes a number of influential experiments that 
became the standard reference points in conducting further empirical research within 
affective science. As such, this research continues to exert influence over contemporary 
approaches to emotion, in both the cognitive sciences and neurosciences. Three 
dominant approaches to emotion are assessed in this book; basic emotion theory (BET), 
psychological constructivism, and component process. The most influential, BET, is 
given the most attention. And although the analysis of the two remaining theories is 
protracted, the treatment is more than adequate. The exegesis is excellent; it does not 
merely recapitulate the standard objections commonly found in the literature. Rather 
than accepting the objections prima facie, Colombetti argues that they do not, in fact, 
have enough force to undermine the theories. For instance, critics of BET often reject its 
fundamental thesis that humans possess an intrinsic set of basic emotions (or repertoires) 
that transcend cultural milieu. BET critics often appeal to anthropological research that 
putatively offers a refutation of the possibility that there exists a universally shared set of 
emotions. Some cultures, the anthropological objection goes, do not exhibit or identify 
this universally “basic” set of emotions posited by researchers. However, Colombetti does 
not view this type of nominalist objection as a threat to the general premise of BET. It 
cannot be ruled out that empirical evidence may indeed confirm that certain emotions are 
ultimately experienced universally; it is plausible that some cultures do indeed experience 
emotion X, however, X is not recognized in a manner that is identical to the “universally” 
displayed expression. The physiological or linguistic markers common to most cultures 
may not map onto X in a different culture, but it nevertheless remains entirely plausible 
that individuals from different cultures experience the same emotion even though it is 
expressed in non-identical ways. 
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	 The real threat to BET is the identification of basic emotions themselves. Colombetti 
points out that the choice of emotions in early empirical research was determined arbitrarily. 
If this is correct, contemporary empirical research on emotions, that draws from the original 
BET data, subsequently generates new data based on a problematic premise, one that is 
unable to justify why some emotions are taken to be basic while others are not. In other 
words, there is no evidence to support the existence of the basic emotions espoused by BET. 
	 The phenomenologically oriented sections of the book consider how the body figures in 
emotional experience. Chapter 4 is an ambitious attempt to make this relationship clear, 
but when compared to the success of the earlier chapters, it is not equal to the task; it fails 
to convincingly synthesize the enactive approach with phenomenological philosophy’s 
approach to embodiment. One particular short-coming is the failure to address the 
existential phenomenology of Merleau–Ponty, which emphasizes the primacy of situated, 
non-cognitive bodily appraisal, as one of several concurrent dimensions of embodied 
experience. This non-cognitive capacity, otherwise known as motor-intentionality, is 
the basis for embodied sense-making in a given situation (Merleau–Ponty, 1945/2012). 
Of course, that is not to suggest that the success of the argument necessarily warrants 
the inclusion of Merleau–Ponty’s bodily consciousness. Yet in light of Colombetti’s 
outline of bodily appraisal, an explicit reference to bodily consciousness would serve 
to strengthen the analysis. This is especially the case given that other contemporary 
theorists of embodiment and action (see Aho, 2013; Fuchs, 2009; Gallagher, 2005) stress 
the phenomenological importance of operative intentionality and sense-making made 
possible within the work of Merleau–Ponty. 
	 A problem that continues to plague the discussion of embodiment is Colombetti’s 
failure to explicitly highlight the experiential link between an emotional episode and 
the felt experience of that episode. In order to provide a richer theory of emotion, 
one that extends beyond the experientially narrow conception common in traditional 
accounts, Colombetti appeals to a phenomenologically inspired “methodology” to 
describe embodied experience. She also devotes significant attention to the way dynamic 
systems theory informs the relation between emotion and enactivism. While the details 
of this influence are not essential for the purposes here, it is worth noting how the 
dynamism of the enactive mind fits with phenomenology: “emotional forms can be 
identified and distinguished from one another, we can consider them ‘discrete.’ Yet 
between them, so to speak, the organism remains affectively engaged” [p. 77, emphasis 
added]. For Colombetti, “between” is the space in which moods reside temporally, and 
because they endure over time, she sees mood as that which “primes” us, and prepares us 
for one particular emotion over another according to the situational demand. She rightly 
points out that, from a phenomenological perspective, these moods are not moods in the 
colloquial sense; rather they are feeling experiences that allow us to be open to the world 
(Heidegger, 1927/2008; Merleau–Ponty, 1945/2012). This idea, she notes, is elaborated 
further in Ratcliffe’s (2008) interesting concept of “existential feelings.” These, too, 
endure like moods, and are disclosed as background feelings that give rise to (or open up) 
the possibility of intentional experience at all. But Colombetti sees primordial affectivity  
— sense-making activity — as something that runs deeper than moods (Heidegger) and 
existential feelings (Ratcliffe). 
	 With respect to the deep level of primordial activity, it is not adequately stipulated how it 
is manifested by the body–subject. This is also the context in which Merleau–Ponty’s body 
consciousness — in the form of operative intentionality — is salient for the analysis. Non-
thematic action, he argues, is a fundamental component of conscious experience, which 
emerges out of an embodied constellation linking the body’s kinesthetic and proprioceptive 
capacities that have no need for mental acts to enact bodily appraisal of a situation. On the 
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contrary, this mode of consciousness arises by virtue of the body’s necessary relationship 
with the world, whereby even a simple gesture is already meaningful on the basis that sense-
making occurs in a perceptual dialogue, a dyadic relationship between an embodied agent 
and the world. Hence, when Colombetti says that, “emotional episodes as characterized 
here are instantiations of such sense-making activity, where the organism self-organizes 
into this or that emotional form” [p. 77], it is unclear how this “form” is experienced or 
comes into being within a complex organism if emotional episodes run deeper than the 
disclosing power of operative intentionality. Thus, Colombetti fails to specify at what level 
of conscious this experiential form is manifested.
	 This leads to the last issue concerning the phenomenological analysis of emotion and 
mood. The absence of an explicit articulation of how “instantiations of sense-making” 
affect the body–subject leaves several questions: Is sense-making experienced as emotions 
or feelings, or something else? Colombetti does not address whether or not a conceptual 
or experiential distinction exists between feeling and emotion. Given that she does not 
use the two terms equivocally, it suggests a distinction. Also, there is no doubt that the 
book intends to go beyond the standard notion that feelings are the mere experience of 
an emotion. Gallagher and Bower have pointed to the potentially wide spectrum upon 
which sense-making (or affectivity) may be experienced, noting that “affect is deeply 
embodied even to the extent that affective phenomena may [even] be constrained by 
the functioning of the circulatory system” (2014, p. 234). Considering affect in general, 
Colombetti’s analysis of the relation between bodily feelings and an emotion episode is 
phenomenologically murky. The unspecified experiential level of emotions is complicated 
given that she properly recognizes that bodily feelings need not necessarily take the body 
as its intentional object (Fulkerson, 2013; Merleau–Ponty, 1945/2012; Ratcliffe, 2008). 
Feeling experience need not be identified as felt inside one’s body. The question about 
how emotions relate to felt experiences, especially when the body is not taken as the 
intentional object, remains unexplored.
	 Colombetti instead spends time reassessing bodily action with reference to Drew Led-
er’s (1990) influential book, The Absent Body. She contends that Leder’s notion that the 
body is “absorbed” during activity is an inadequate account of the body during action. 
The description does not properly reflect the way in which we experience our bodies 
while performing a given activity. She emphasizes that the body is experienced as both 
conspicuous and inconspicuous; our level of bodily awareness shifts between explicit or 
implicit. She uses the example of professional dancers who, somewhat surprisingly, de-
scribe experiencing their body as an intentional object while they perform. However, 
this example, in order to be salient, would be improved upon with a phenomenology of 
dancing itself, if only to explore the counter-intuitive description offered by the dancer. 
Colombetti draws on the work of Legrand (2007), who proposes that the transparent or 
absent body be characterized as the performative body. This characterization is preferred 
because it is intended to reflect how the body is experienced during activity without hav-
ing to become the intentional object. Importantly, I believe Colombetti rightly emphasiz-
es that emotion is infused through bodily experience, however, she again does not say in 
what way it is experienced during the activity. Undoubtedly, feelings manifest themselves 
in the background of one’s awareness, but there is a problem with the analysis: it is not 
stipulated how emotion and feeling relate in the context of non-thematic intentionality. 
Because this issue is not delineated explicitly, the discussion of bodily feelings lacks clarity 
concerning the way in which feelings are experienced during action. Also, even if Leder’s 
phenomenological description of the absent body warrants a critical re-conceptualization, 
Colombetti’s argument fails to satisfactorily illustrate why the current characterization is 
not adequate. Having said that, a strong phenomenological description of dancing, which 
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is pointed to in the text, may be a promising entry point for a more robust critique of 
bodily absence. 
	 Phenomenological description is open to revision and depends on the level of description 
provided by the participant, which makes room for rich interpretation. Nevertheless, Colombetti’s 
main focus with bodily “absence” is perhaps attributed to a general anxiety over the historically 
contested metaphysical status of the body. The absent body may seem far too “disembodied.” 
One ought to be sensitive to this concern, for sure, but on the other hand, Dreyfus’ (2002) 
well-known account of skillful coping addresses the role of bodily absorption during the 
various stages of skill development, and provides a reasonable account of the way in 
which the body is experientially conspicuous. Colombetti characterizes absorbed activity 
as an oscillation, a shift between bodily perspectives of intentionality. This, however, is 
not a distinction between the feeling body and the felt body. Instead, it is a common 
sense understanding of feeling, such that the body always features as the intentional 
object (felt body) of experience: one either has a bodily feeling of the inside, or else it is a 
feeling on the body. And despite having acknowledged the important phenomenological 
distinction between the feeling body and the felt body, Colombetti fails to exploit the 
most phenomenologically interesting perspective of the feeling body, and its relationship 
to emotion. This under-explored connection is a missed opportunity to add insight to the 
phenomenological literature of emotion.
	 This book should be commended for its contribution to the growing literature 
that is critical of the ostensible explanatory power of emotions associated with neuro-
biological science. Colombetti has provided a detailed analysis as to why theories 
of emotion are ultimately conceptually untenable if they fail to incorporate bodily 
experience. By emphasizing the necessary role of embodiment and affect in cognition, 
Colombetti demonstrates that lived-experience is infused with affective significance. The 
phenomenological discussion, however, fails to match the theoretical strength of the 
book. A lack of precise descriptions and an underdeveloped link between feeling and 
emotion leave something to be desired when the book is considered on the whole.
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ERRATUM

In the article, “Intentionality and the Aristotelian–Thomistic View of Concepts,” 
by Thomas L. Spalding, James Stedman, Curtis Hancock, and Christina L. Gagné, 
Journal of Mind and Behavior, 2014, 35(4), 245–262: James Stedman should be changed 
to James M. Stedman.










